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Abstract. These are the notes of a lecture series given at the Henri
Poincaré Institute in June 2024 during the trimester Group actions
and rigidity: around the Zimmer program. We survey recent results
regarding dynamics of positive definite functions and character rigid-
ity of higher rank lattices. We discuss the notion of noncommutative
boundary structure and we give the proof of the noncommutative Nevo–
Zimmer structure theorem for ergodic actions of higher rank lattices on
von Neumann algebras due to Boutonnet–Houdayer. We present several
applications to ergodic theory, topological dynamics, unitary representa-
tion theory and operator algebras. We also present a noncommutative
analogue of Margulis’ factor theorem for higher rank lattices and we
explain its relevance towards Connes’ celebrated rigidity conjecture.

1. Lecture 1:
Dynamics of positive definite functions

In the first lecture, we give a brief introduction to positive
definite functions, unitary representations and operator
algebras. We state our main results regarding dynamics
on the space of positive definite functions, character rigid-
ity and structure of group C∗-algebras for higher rank
lattices [BH19, BBHP20]. We also present a noncom-
mutative analogue of Margulis’ factor theorem for higher
rank lattices and we explain its relevance towards Connes’
celebrated rigidity conjecture [Ho21, BH22].

1.1. Introduction and motivation. Throughout these lectures, we use
the following terminology regarding higher rank lattices.

Terminology. Let G be a semisimple connected real Lie group with finite
center, no nontrivial compact factor and real rank rkR(G) ≥ 2. Let Γ < G
be an irreducible lattice, meaning that Γ is a discrete subgroup of G with
finite covolume such that N ·Γ is a dense subgroup of G for every noncentral
closed normal subgroup N CG. In what follows, if all the above conditions
are satisfied, then we simply say that Γ < G is a higher rank lattice.

The following examples of higher rank lattices are particular cases of
general results due to Borel–Harish-Chandra [BHC61].
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Examples. For every d ≥ 2, the special linear group SLd(R) is a simple
connected real Lie group with finite center Z (SLd(R)) = {±1d} and real
rank rkR(SLd(R)) = d− 1.

• For every d ≥ 3, SLd(Z) < SLd(R) is a higher rank lattice.
• For every d ≥ 2 and every square-free integer q ∈ N \ {0, 1},

Γ = {(g, gσ) | g ∈ SLd(Z[
√
q])} < SLd(R)× SLd(R) = G

is a higher rank lattice, where σ is the order 2 automorphism of
Q(
√
q).

Among the major achievements in the study of higher rank lattices, there
are two groundbreaking results by Margulis that are relevant to these lec-
tures.

Firstly, Margulis’normal subgroup theorem states that for any higher rank
lattice Γ < G, any normal subgroup N C Γ is either finite and contained in
Z (Γ) or N has finite index in Γ (see [Ma91, Theorem IV.4.9]). Margulis’
remarkable strategy to prove the normal subgroup theorem consists of two
parts: the amenability half and the property (T) half. Indeed, assuming that
N C Γ is a noncentral normal subgroup, to prove that the quotient group
Γ/N is finite, Margulis showed that Γ/N is amenable and has property (T).
The proof of the amenability half relies on Margulis’ factor theorem which
states that any measurable Γ-factor of the homogeneous space G/P , where
P < G is a minimal parabolic subgroup, is measurably Γ-isomorphic to
G/Q, where P < Q < G is an intermediate parabolic subgroup (see [Ma91,
Theorem IV.2.11]).

Secondly, Margulis’ superrigidity theorem states that for any higher rank
lattice Γ < G and any simple algebraic k-group H, where k is a local field,
any group homomorphism π : Γ → H(k) such that π(Γ) < H(k) is un-
bounded and Zariski dense extends uniquely to a continuous group homo-
morphism π : G→ H(k) (see [Ma91, Chapter VII]). Margulis’ superrigidity
theorem has two fundamental applications: Mostow–Margulis’ strong rigid-
ity theorem and Margulis’ arithmeticity theorem (see [Ma91, Chapter VIII]).

1.2. Operator algebras and unitary representation theory. A C∗-
algebra A is a Banach ∗-algebra endowed with a complete norm ‖ · ‖ that
satisfies the following C∗-identity

∀a ∈ A, ‖a∗a‖ = ‖a‖2 = ‖aa∗‖.

Any C∗-algebra A admits a faithful isometric ∗-representation on a Hilbert
space π : A → B(H ). After identifying A with π(A), we may regard A ⊂
B(H ) as a concrete C∗-algebra. Unless stated otherwise, all C∗-algebras and
all linear mappings between C∗-algebras are always assumed to be unital.

We denote by S(A) the state space of A. Then S(A) ⊂ Ball(A∗) is
a weak-∗ compact convex subset. We say that an action σ : H y A is
continuous if the action map H ×A→ A : (g, a) 7→ σg(a) is continuous. We
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then simply say that A is a H-C∗-algebra. The continuous action H y A
induces a weak-∗ continuous affine action H y S(A).

Examples. We will consider the following examples of C∗-algebras.

(i) For any compact metrizable space X, the space C(X) of all con-
tinuous functions on X endowed with the uniform norm ‖ · ‖∞ is a
commutative C∗-algebra. Any commutative C∗-algebra arises this
way. We identify the set Prob(X) of Borel probability measures
on X with the state space S(C(X)) via the continuous mapping
Prob(X) → S(C(X)) : ν 7→

∫
X · dν. Any continuous action by

homeomorphisms H y X naturally gives rise to a continuous action
H y C(X) in the above sense.

(ii) For any countable discrete group Λ and any unitary representation
π : Λ→ U (Hπ), define the C∗-algebra

C∗π(Λ) = C∗({π(γ) | γ ∈ Λ}) ⊂ B(Hπ)

and consider the conjugation action Ad(π) : Λ y C∗π(Λ). If π = λ :
Λ → U (`2(Λ)) is the left regular representation, then C∗λ(Λ) is the
reduced group C∗-algebra. In that case, the state τΛ : C∗λ(Λ) → C :
a 7→ 〈aδe, δe〉 is a faithful trace.

We also consider the full C∗-algebra C∗(Λ) that is the C∗-completion of
the group algebra C[Λ] with respect to the uniform norm ‖ · ‖u defined by

∀a ∈ C[Λ], ‖a‖u = sup
{
‖π(a)‖B(Hπ) | π : Λ→ U (Hπ) cyclic

}
.

Then for every unitary representation π : Λ→ U (Hπ), we may extend π to a
surjective unital ∗-homomorphism π : C∗(Λ)→ C∗π(Λ) and we have C∗π(Λ) ∼=
C∗(Λ)/ ker(π). In particular, when π = 1Λ is the trivial representation, we
obtain a unital ∗-homomorphism χ : C∗(Λ) → C such that χ(γ) = 1 for
every γ ∈ Λ. The countable discrete group Λ is amenable if and only if the
surjective unital ∗-homomorphism C∗(Λ)→ C∗λ(Λ) is an isomorphism.

For every i ∈ {1, 2}, let πi : Λ→ U (Hi) be a unitary representaton that
we extend to a surjective unital ∗-homomorphism πi : C∗(Λ)→ C∗πi(Λ). We
say that π2 is weakly contained in π1 and write π2 ≺ π1 if one of the following
equivalent assertions hold:

(i) ker(π1) ⊂ ker(π2).
(ii) For every a ∈ C∗(Λ), we have ‖π2(a)‖B(H2) ≤ ‖π1(a)‖B(H1).

In that case, there is a unique surjective unital ∗-homomorphism Θπ1,π2 :
C∗π1

(Λ) → C∗π2
(Λ) such that π2 = Θπ1,π2 ◦ π1. We say that π1 and π2 are

weakly equivalent and write π1 ∼ π2 if π2 ≺ π1 and π1 ≺ π2. Then we have
π1 ∼ π2 if and only if ker(π1) = ker(π2).

A von Neumann algebra (or W∗-algebra) M is a unital C∗-algebra which
admits a faithful unital ∗-representation π : M → B(H ) such that π(M) ⊂
B(H ) is closed with respect to the weak (equivalently strong) operator
topology. After identifying M with π(M), we may regard M ⊂ B(H ) as a
concrete von Neumann algebra. By von Neumann’s bicommutant theorem,
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a unital ∗-subalgebra M ⊂ B(H ) is a von Neumann algebra if and only
if M is equal to its own bicommutant M ′′ = (M ′)′, that is, M = M ′′.
There is a unique Banach space predual M∗ such that M = (M∗)

∗. The
ultraweak topology on M coincides with the weak-∗ topology arising from
the identification M = (M∗)

∗. A linear mapping between von Neumann
algebras is normal if it is continuous with respect to the ultraweak topology.
We say that an action σ : H yM is continuous if the corresponding action
map H × M∗ → M∗ : (g, ϕ) 7→ ϕ ◦ σ−1

g is continuous (see e.g. [Ta03a,
Proposition X.1.2]). We then simply say that M is a H-von Neumann
algebra. We will consider the subset A ⊂M of all H-continuous elements

A =

{
x ∈M | lim

h→e
‖σh(x)− x‖∞ = 0

}
.

Then A ⊂ M is a H-invariant ultraweakly dense unital C∗-subalgebra for
which the action H y A is ‖ · ‖∞-continuous (see e.g. [Ta03b, Proposition
XIII.1.2]). We say that A ⊂ M is the H-continuous model of M . The
action H yM is ergodic if the fixed point von Neumann subalgebra MH =
{x ∈M | ∀g ∈ H,σh(x) = x} is trivial.

Examples. We will consider the following examples of von Neumann alge-
bras.

(i) For any standard probability space (X, ν), the space L∞(X, ν) of all
ν-equivalence classes of (essentially) bounded measurable functions
endowed with the (essential) uniform norm ‖ · ‖∞ is a commutative
von Neumann algebra and we have L∞(X, ν) ∼= L1(X, ν)∗. Any
commutative von Neumann algebra arises this way. Any nonsingular
action H y (X, ν) naturally gives rise to a continuous action H y
L∞(X, ν) in the above sense. When no confusion is possible, we
simply write L∞(X) = L∞(X, ν). For any von Neumann algebra M
with separable predual, we identify L∞(X)⊗M ∼= L∞(X,M).

Let H be a lcsc group and Q < H a closed subgroup. Consider the
continuous action H y H/Q together with the unique H-invariant
measure class on H/Q. For any von Neumann algebra M with sepa-
rable predual, the H-continuous model of L∞(H/Q,M) is contained
in the unital C∗-algebra Cb(H/Q,M).

(ii) For any countable discrete group Λ and any unitary representation
π : Λ→ U (Hπ), define the von Neumann algebra

W∗
π(Λ) = {π(γ) | γ ∈ Λ}′′ ⊂ B(Hπ)

and consider the conjugation action Ad(π) : Λ y W∗
π(Λ). If π =

λ : Λ → U (`2(Λ)) is the left regular representation, then W∗
λ(Λ) is

the group von Neumann algebra and is usually denoted by L(Λ) =
W∗

λ(Λ). Moreover, the state τΛ : L(Λ) → C : a 7→ 〈aδe, δe〉 is a
faithful normal trace.

(iii) For any countable discrete group Λ and any nonsingular action Λ y
(X, ν) on a standard probability space, define the group measure
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space von Neumann algebra

L(Λ y X) = {f ⊗ 1, π(γ) | f ∈ L∞(X), γ ∈ Λ}′′ ⊂ B(L2(X, ν)⊗ `2(Λ))

where π : Λ → U (L2(X, ν) ⊗ `2(Λ)) is the unitary representation
defined by

∀ξ ∈ L2(X, ν),∀γ, h ∈ Λ, π(γ)(ξ ⊗ δh) =

√
d(ν ◦ γ−1)

dν
ξ ◦ γ−1 ⊗ δγh.

When (X, ν) is a singleton, the von Neumann algebra L(Λ y X)
coincides with the group von Neumann algebra L(Λ).

If the group Λ is icc (i.e. with infinite conjugacy classes), then the
von Neumann algebra L(Λ) is a type II1 factor.

If the action Λ y (X, ν) is (essentially) free and ergodic, then the
von Neumann algebra L(Λ y X) is a factor whose type coincides
with the type of the action (see e.g. [Ta03b, Theorem XIII.1.7]).

A von Neumann algebra M ⊂ B(H ) is amenable if there exists a norm
one projection E : B(H ) → M . For any countable discrete group Λ, the
group von Neumann algebra L(Λ) is amenable if and only if Λ is amenable.
By Connes’ fundamental result [Co75], M is amenable if and only if M is
approximately finite dimensional, that is, there exists an increasing net of
finite dimensional subalgebras Mi ⊂M such that

∨
i∈IMi = M .

Following [Be89], we say that a unitary representation π : Λ → U (Hπ)
is amenable if the trivial representation 1Λ is weakly contained in π ⊗ π or
equivalently if there exists an Ad(π)-invariant state Ψ ∈ B(Hπ)∗. If W∗

π(Λ)
is amenable and carries a (normal) trace, then π is amenable. If π contains a
finite dimensional subrepresentation, then π is amenable. If Λ has property
(T), then conversely any amenable representation π : Λ→ U (Hπ) contains
a finite dimensional subrepresentation.

1.3. Dynamics of positive definite functions and applications. Let
Λ be a countable discrete group. We say that ϕ : Λ → C is a posi-
tive definite function if for all n ≥ 1 and all γ1, . . . , γn ∈ Λ, the matrix
[ϕ(γ−1

i γj)]i,j ∈ Mn(C) is positive semidefinite. We denote by P(Λ) the space
of all normalized positive definite functions ϕ : Λ → C so that ϕ(e) = 1.
Then P(Λ) ⊂ `∞(Λ) is a weak-∗ compact convex subset. One may view
P(Λ) as the state space S(C∗(Λ)) of the full C∗-algebra C∗(Λ). Thanks
to the Gelfand–Naimark–Segal (GNS) construction, to any normalized pos-
itive definite function ϕ ∈ P(Λ) corresponds a triple (πϕ,Hϕ, ξϕ), where
πϕ : Λ → U (Hϕ) is a unitary representation and ξϕ ∈ Hϕ is a unit vector
such that the linear span of πϕ(Λ)ξϕ is dense in Hϕ and ϕ(γ) = 〈πϕ(γ)ξϕ, ξϕ〉
for every γ ∈ Λ. Consider the affine conjugation action Λ y P(Λ) defined
by

∀γ, g ∈ Λ, ∀ϕ ∈P(Λ), (γϕ)(g) = ϕ(γ−1gγ).

A fixed point ϕ ∈P(Λ) for the conjugation action is called a trace. Denote
by T (Λ) ⊂P(Λ) the weak-∗ compact convex subset of all traces. One may
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view T (Λ) as the trace space T (C∗(Λ)) of the full C∗-algebra C∗(Λ). It is
known that T (Λ) is a Choquet simplex. For every τ ∈ T (Λ), the tracial von
Neumann algebra πτ (Λ)′′ carries a faithful normal trace that is still denoted
by τ . An extreme point τ ∈ T (Λ) in the space of traces is called a character.
Denote by C (Λ) ⊂ T (Λ) the subset of all characters. For every τ ∈ T (Λ),
one has τ ∈ C (Λ) if and only if the von Neumann algebra πτ (Λ)′′ is a factor.
Any icc group Λ admits at least two characters: the trivial character 1Λ and
the regular character δe. The GNS representation of the regular character
δe coincides with the left regular representation λ : Λ → U (`2(Λ)). For
any irreducible finite dimensional unitary representation π : Λ→ U (n), the
function ϕ = trn ◦π ∈ C (Λ) is called a compact character.

Interesting examples of positive definite functions and traces come from
group theory and ergodic theory. Consider the space Sub(Λ) of all subgroups
of Λ endowed with the Chabauty topology and the conjugation action. Then
Sub(Λ) is a compact metrizable space and we may regard Sub(Λ) ⊂ {0, 1}Λ
as a closed Λ-invariant subset by identifying a subgroup H < Λ with its
characteristic function 1H ∈ {0, 1}Λ. The canonical map

θ : Sub(Λ)→P(Λ) : H 7→ 1H

is continuous and Λ-equivariant. Observe that for every H ∈ Sub(Λ), we
may consider the quasi-regular representation λΛ/H : Λ → U (`2(Λ/H))

and (λΛ/H , `
2(Λ/H), δH) is the GNS triple of 1H ∈ P(Λ). Then for every

H ∈ Sub(Λ), H C Λ is a normal subgroup if and only if 1H ∈ T (Λ) is a
trace.

We consider the composition of the Λ-equivariant pushforward map

Prob(Sub(Λ))→ Prob(P(Λ)) : ν 7→ θ∗ν

together with the Λ-equivariant barycenter map

Prob(P(Λ))→P(Λ) : ψ 7→ Bar(ψ)

and we obtain the Λ-equivariant affine continuous map

β : Prob(Sub(Λ))→P(Λ) : ν 7→ Bar(θ∗ν).

Following [AGV12], an invariant random subgroup of Λ (or IRS for short)
is a Λ-invariant Borel probability measure ν ∈ ProbΛ(Sub(Λ)). Note that if
ν ∈ ProbΛ(Sub(Λ)) is an IRS, then β(ν) ∈ T (Λ) is a trace. For any prob-
ability measure preserving (pmp) action Λ y (X, η) on a standard proba-
bility space, the stabilizer map Stab : X → Sub(Λ) : x 7→ StabΛ(x) is Λ-
equivariant and measurable (see [AM66]). Then it follows that ν = Stab∗η ∈
ProbΛ(Sub(Λ)) is an IRS and we have β(ν)(γ) = η({x ∈ X | γx = x}) for
every γ ∈ Λ. The action Λ y (X, η) is (essentially) free if and only if
β(ν) = δe.

Following [GW14], a uniformly recurrent subgroup of Λ (or URS for short)
is a nonempty Λ-invariant closed minimal subset X ⊂ Sub(Λ).

We now discuss our main results regarding the dynamics of positive defi-
nite functions and its applications to noncommutative rigidity of higher rank
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lattices (see [BH19, BBHP20] and the recent ICM survey [Ho21]). Our first
main result deals with the existence of traces. It is a fixed point theorem for
the affine action Γ y P(Γ) of higher rank lattices on the space of positive
definite functions.

Theorem A ([BH19, BBHP20]). Let Γ < G be a higher rank lattice. Then
any nonempty Γ-invariant weak-∗ compact convex subset C ⊂ P(Γ) con-
tains a trace.

Our second main result deals with the classification of traces of higher
rank lattices. Bekka [Be06] obtained the first character rigidity results in the
case Γ = SLd(Z) for d ≥ 3. More recently, using a different approach based
on Margulis’ strategy discussed above, Peterson [Pe14] obtained character
rigidity results for arbitrary higher rank lattices. The operator algebraic
framework we developed in [BH19, BBHP20] enables us to obtain a new
and more conceptual proof of Peterson’s character rigidity results [Pe14].

Theorem B (Peterson, [Pe14]). Let Γ < G be a higher rank lattice. Then
any trace τ ∈ T (Γ) is either supported on Z (Γ) or its GNS representation
πτ is amenable.

In case G has a simple factor with property (T), any trace τ ∈ T (Γ)
is either supported on Z (Γ) or its GNS representation πτ contains a finite
dimensional subrepresentation.

Theorem B generalizes Margulis’normal subgroup theorem [Ma91], Stuck–
Zimmer’s stabilizer rigidity theorem [SZ92] and solves a conjecture formu-
lated by Connes in the early eighties (see [Jo00]). Moreover, by combining
Theorems A and B, we obtain a positive solution to a problem raised by
Glasner–Weiss on finiteness of URS of higher rank lattices [GW14].

Corollary C. Let Γ < G be a higher rank lattice and assume that G has a
simple factor with property (T). The following assertions hold:

(i) Let N C Γ be a normal subgroup. Then either N ⊂ Z (Γ) and N is
finite or [Γ : N ] < +∞.

(ii) Let Γ y (X, η) be an ergodic pmp action. Then either (X, η) is finite
or StabΓ(x) ⊂ Z (Γ) for η-almost every x ∈ X. In particular, any
ergodic IRS has finite support.

(iii) Let X ⊂ Sub(Γ) be a URS. Then X is finite.

Proof. (i) Let N C Γ be a normal subgroup and consider the trace τ =
1N ∈ T (Γ). Applying Theorem B, either τ is supported on Z (Γ) and
so N ⊂ Z (Γ) is finite or the GNS representation λΓ/N contains a finite
dimensional subrepresentation. In the latter case, λΓ/N is finite dimensional
and so [Γ : N ] < +∞.

(ii) Let Γ y (X, η) be an ergodic pmp action. Assume that (X, η) is not
finite. By ergodicity, (X, η) is diffuse and η-almost every orbit is infinite.
Consider the trace τ = β(ν) ∈ T (Γ) where ν = Stab∗η ∈ ProbΓ(Sub(Γ)).
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Define the ergodic pmp equivalence relation

R = {(γx, x) | γ ∈ Γ, x ∈ X} ⊂ X ×X.

Define the σ-finite Borel measure m : B(R)→ R+ by the formula

∀W ∈ B(R), m(W ) =

∫
X
|W ∩ {(γx, x) | γ ∈ Γ}|dν(x).

Consider the infinite measure preserving action Γ y (R,m) defined by

∀γ ∈ Γ,∀(y, x) ∈ R, γ · (y, x) = (γy, x).

Set H = L2(R,m) and define the Koopman unitary representation ρ : Γ→
U (H ) by the formula

∀γ ∈ Γ, ∀ξ ∈H , (ρ(γ)ξ)(y, x) = ξ(γ−1y, x).

Set ∆ = {(x, x) | x ∈ X} ⊂ R and observe that m(∆) = 1. A simple
calculation shows that

∀γ ∈ Γ, 〈ρ(γ)1∆,1∆〉 = η({x ∈ X | γx = x}) = τ(γ).

It follows that πτ ⊂ ρ.
Next, we show that ρ is weakly mixing (see [PT13, Proposition 3.1]). It

suffices to show that ρ is ergodic (see [AIM19, Proposition 4.5]). It further
suffices to show that there is no Γ-invariant measurable subset W ⊂ R such
that 0 < m(W ) < +∞. Indeed, let W ⊂ R be a Γ-invariant measurable
subset such that m(W ) > 0. Since Γ∆ = R, we have m(W ∩∆) > 0. Define
the measurable subset Y ⊂ X such that {(y, y) | y ∈ Y } = W ∩∆ and note
that ν(Y ) = m(W ∩ ∆) > 0. For ν-almost every y ∈ Y , the orbit Γy is
infinite. This further implies that

m(W ) ≥
∫
Y
|W ∩ {(γx, x) | γ ∈ Γ}|dν(x) = +∞ · ν(Y ) = +∞.

Since ρ is weakly mixing and πτ ⊂ ρ, it follows that πτ is weakly mixing.
Theorem B implies that τ is supported on Z (Γ) and so StabΓ(x) ⊂ Z (Γ)
for η-almost every x ∈ X.

Let now ν ∈ ProbΓ(Sub(Γ)) be an ergodic IRS. By [7s12, Theorem 2.6],
there exists an ergodic pmp action Γ y (X, η) such that ν = Stab∗η. Then
the previous paragraph implies that supp(ν) ⊂ Sub(Z (Γ)) and so supp(ν)
is finite.

(iii) Let X ⊂ Sub(Γ) be a URS. Consider the restricted Γ-equivariant
affine continuous map β|Prob(X) : Prob(X) → P(Γ). By Theorem A, the
nonempty Γ-invariant weak-∗ compact convex subset β(Prob(X)) ⊂ P(Γ)
contains a trace τ . Choose ν ∈ Prob(X) so that β(ν) = τ . Then we have
τ(γ) = ν({H ∈ X | γ ∈ H}) for every γ ∈ Γ. Observe that we have the
following inclusion of unitary representations

(πτ ,Hτ , ξτ ) ⊂
∫ ⊕
X

(λΓ/H , `
2(Γ/H), δH) dν(H) = (ρ,K , ζ).
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If τ is supported on Z (Γ), then we have H ⊂ Z (Γ) for ν-almost every
H ∈ X. Since X is a URS, we have X ⊂ Sub(Z (Γ)) and so X is finite.

If πτ contains a finite dimensional subrepresentation, then ρ is amenable
and so there exists a Ad(ρ)-invariant state Ψ ∈ B(K )∗. Define the Γ-
equivariant unital ∗-homomorphism

Θ : C(X)→ B(K ) : F 7→
∫ ⊕
X
FH dν(H)

where FH ∈ `∞(Γ/H) with FH(γH) = F (γHγ−1) for every γ ∈ Γ and every
H ∈ X. Then Ψ ◦ Θ ∈ SΓ(C(X)) is a Γ-invariant state on C(X) and so
there exists a Γ-invariant Borel probability measure η ∈ ProbΓ(X). Upon
considering the ergodic decomposition of η ∈ ProbΓ(X), we may assume
that η ∈ ProbΓ(X) is an ergodic Γ-invariant Borel probability measure. By
item (ii), we have that X = supp(η) is finite. �

Combining Theorems A and B, we also obtain novel results regarding
the simplicity and the unique trace property for the C∗-algebra C∗π(Γ) as-
sociated with an arbitrary nonamenable (resp. weakly mixing) unitary rep-
resentation π : Γ → U (Hπ). In particular, Theorem D below provides
a far reaching generalization of the results obtained by Bekka–Cowling–
de la Harpe [BCH94] for the reduced C∗-algebra C∗λ(Γ). We also refer to
[KK14, BKKO14, Ha15, Ke15] for the simplicity and the unique trace prop-
erty for the reduced C∗-algebra C∗λ(Λ) of countable discrete groups.

Theorem D ([BH19, BBHP20]). Let Γ < G be a higher rank lattice. Let
π : Γ→ U (Hπ) be a unitary representation. Then C∗π(Γ) admits a trace.

Assume moreover that G has trivial center. If π is not amenable, then
λ ≺ π and the unique unital ∗-homomorphism Θ : C∗π(Γ)→ C∗λ(Γ) : π(γ) 7→
λ(γ) satisfies the following properties:

(i) τ = τΓ ◦ Θ is the unique trace on C∗π(Γ) and ker(Θ) is the unique
proper maximal ideal of C∗π(Γ).

(ii) τ satisfies the following Powers averaging property

∀x ∈ C∗π(Γ), τ(x)1 ∈ conv {π(γ)xπ(γ)∗ | γ ∈ Γ} .
In case G has property (T), the above properties hold as soon as π does not
contain any nonzero finite dimensional subrepresentation.

Proof of Theorem D. Let π : Γ → U (Hπ) be a unitary representation and
set A = C∗π(Γ). We may extend π to a surjective unital ∗-homomorphism
π : C∗(Γ) → A and we may regard S(A) ⊂ P(Γ) as a Γ-invariant weak-∗
compact convex subset via the Γ-equivariant continuous injective mapping
S(A) ↪→ P(Γ) : ψ 7→ ψ ◦ π. Then Theorem A implies that the C∗-algebra
A admits a trace.

(i) Assume moreover that G has trivial center and that π is not amenable.
Let τ ∈ S(A) be a trace on A that we regard as a trace ϕ = τ ◦ π ∈ T (Γ)
on Γ. We may extend the GNS representation πϕ : C∗(Γ)→ C∗πϕ(Γ). Since

ker(π) ⊂ ker(πϕ), we have πϕ ≺ π and so πϕ is not amenable. Theorem B
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implies that τ ◦ π = ϕ = δe. Then πϕ = λ is the left regular representation
and λ ≺ π. Denote by Θ : C∗π(Γ)→ C∗λ(Γ) the unique ∗-homomorphism such
that Θ◦π = λ. Then τΓ◦Θ = τ is the unique trace on A = C∗π(Γ). Let JCA
be a proper ideal and define ρ : A → A/J the quotient ∗-homomorphism.
Then ρ◦π ≺ π and so ρ◦π is not amenable. The previous reasoning implies
that λ ≺ ρ ◦ π and so there is a ∗-homomorphism Θ : A/J → C∗λ(Γ) such
that Θ = Θ ◦ ρ. Then J = ker(ρ) ⊂ ker(Θ). Therefore, ker(Θ) C C∗π(Γ) is
the unique maximal proper ideal.

(ii) The previous reasoning shows that any nonempty Γ-invariant weak-∗
compact convex subset C ⊂ S(A) contains a trace τ such that τ ◦ π = δe.

Claim 1.1. For every n ≥ 1, any nonempty Γ-invariant weak-∗ compact
convex subset C ⊂ S(A)n contains the fixed point τ (n) = (τ, . . . , τ).

We prove the claim by induction over n ≥ 1. It is true for n = 1 as
we already explained. Assume that it is true for n ≥ 1 and let us prove
that it is true for n + 1. Let C ⊂ S(A)n+1 be a nonempty Γ-invariant
weak-∗ compact convex subset. The image of C under the projection map
C n+1 → C : (c1, . . . , cn+1) 7→ c1 contains the trace τ by applying the claim
to the case n = 1. Then we can identify C ∩ {τ} ×S(A)n with a nonempty
Γ-invariant weak-∗ compact convex subset of S(A)n. By applying the claim

to the case n, we have τ (n+1) ∈ C ∩ {τ}×S(A)n. This finishes the proof of
the claim.

Fix a countable weak-∗ dense subset {ψn | n ≥ 1} in S(A) and an increas-
ing family of finite subsets Fn ⊂ Γ such that F1 = {e} and

⋃
n≥1 Fn = Γ.

Claim 1.2. For every n ≥ 1, there exists µn ∈ Prob(Γ) such that

(1.1) ∀1 ≤ k ≤ n, ∀γ ∈ Fn, |(µn ∗ ψk − τ)(π(γ))| ≤ 1

n
.

Indeed, for every n ≥ 1, consider the weak-∗ closure C ⊂ S(A)n of

the convex hull of the set Γ · (ψ1, . . . , ψn). Since τ (n) ∈ C , there exists
µn ∈ Prob(Γ) such that (1.1) holds.

Since {ψn | n ≥ 1} is weak-∗ dense in S(A), (1.1) implies that for ev-
ery ψ ∈ S(A), we have µn ∗ ψ → τ for the weak-∗ topology as n → ∞.
Then Hahn–Banach theorem implies that for every x ∈ A, we have τ(x)1 ∈
conv {π(γ)xπ(γ)∗ | γ ∈ Γ}. �

1.4. The noncommutative Margulis’ factor theorem and Connes’
rigidity conjecture. The following outstanding conjecture by Connes con-
cerning the isomorphism class of the group von Neumann algebra L(Γ) of
higher rank lattices Γ < G can be regarded as a noncommutative analogue
of Mostow–Margulis’ strong rigidity theorem [Mo73, Ma91]

Connes’ rigidity conjecture for higher rank lattices. For every i ∈
{1, 2}, let Γi < Gi be a higher rank lattice with trivial center. If L(Γ1) ∼=
L(Γ2), then G1

∼= G2 and in particular rkR(G1) = rkR(G2).
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To put Connes’ rigidity conjecture into context, let us mention that over
the last two decades, there has been tremendous progress in the classifica-
tion of group von Neumann algebras thanks to Popa’s deformation/rigidity
theory (see the ICM surveys [Po06, Va10, Io18]).

Let Γ < G be a higher rank lattice. We denote by P < G a minimal para-
bolic subgroup and whenever P < Q < G is an intermediate parabolic sub-
group, we consider the canonical factor map pQ : G/P → G/Q : gP 7→ gQ
and we regard L(Γ y G/Q) ⊂ L(Γ y G/P ) as a von Neumann subalgebra.

We recently obtained the following noncommutative analogue of Margulis’
factor theorem.

Theorem E ([BH22]). Let Γ < G be a higher rank lattice and assume that
G has trivial center. Let L(Γ) ⊂ M ⊂ L(Γ y G/P ) be an intermediate
von Neumann subalgebra. Then there is a unique intermediate parabolic
subgroup P < Q < G such that

M = L(Γ y G/Q).

It is well-known that there are exactly 2rkR(G) intermediate parabolic sub-
groups P < Q < G. Thus, Theorem E implies that there are exactly 2rkR(G)

intermediate von Neumann subalgebras L(Γ) ⊂ M ⊂ L(Γ y G/P ) and so
the real rank rkR(G) is an invariant of the inclusion L(Γ) ⊂ L(Γ y G/P ).

Theorem E provides strong evidence towards Connes’ rigidity conjecture
for higher rank lattices. Indeed, Theorem E suggests that in order to prove
that the real rank rkR(G) is an invariant of the group von Neumann algebra
L(Γ), one needs to better understand the inclusion L(Γ) ⊂ L(Γ y G/P ).
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2. Lecture 2:
The noncommutative Nevo–Zimmer theorem and applications

In the second lecture, we recall Furstenberg’s boundary
theory of semisimple Lie groups and lattices. We intro-
duce the concept of boundary structures in the von Neu-
mann algebraic framework and we state the noncommu-
tative Nevo–Zimmer theorem for actions of higher rank
lattices on von Neumann algebras due to Boutonnet–
Houdayer [BH19]. From this, we derive the main results
stated in the first lecture.

2.1. Poisson boundaries. Let H be a locally compact second countable
(lcsc) group. We say that a Borel probability measure µ ∈ Prob(H) is
admissible if the following conditions are satisfied:

(i) µ is absolutely continuous with respect to the Haar measure;
(ii) supp(µ) generates H as a semigroup;
(iii) supp(µ) contains a neighborhood of the identity element e ∈ H.

We say that a bounded measurable function F : H → C is (right) µ-
harmonic if

∀g ∈ H, F (g) =

∫
H
F (gh) dµ(h).

Any µ-harmonic function is continuous. We denote by Har∞(H,µ) ⊂ Cb(H)
the space of all (right) µ-harmonic functions. The left translation action
λ : H y Cb(H) leaves the subspace Har∞(H,µ) globally invariant.

Let (X, ν) be a standard probability space endowed with a measurable
action H y X. We say that (X, ν) is a (H,µ)-space if ν is µ-stationary,
that is, µ∗ν = ν. For any (H,µ)-space (X, ν), define the Poisson transform
Ψµ : L∞(X, ν)→ Har∞(H,µ) by the formula

∀f ∈ L∞(X, ν), ∀g ∈ H, Ψµ(f)(g) =

∫
X
f(gx) dν(x).

The mapping Ψµ : L∞(X, ν) → Har∞(H,µ) is H-equivariant, unital, posi-
tive and contractive.

Theorem 2.1 (Furstenberg, [Fu62b]). There exists a unique (H,µ)-space
(B, νB) for which the Poisson transform Ψµ : L∞(B, νB) → Har∞(H,µ) is
bijective.

The (H,µ)-space (B, νB) is called the (H,µ)-Poisson boundary. For a
construction of the (H,µ)-space (B, νB), we also refer to [BS04, Fu00]. The
(H,µ)-space (B, νB) enjoys remarkable ergodic theoretic properties. In that
respect, let (E, ‖ · ‖) be a separable continuous isometric Banach H-module
and C ⊂ E∗ a nonemptyH-invariant weak-∗ compact convex subset. Denote
by Bar : Prob(C )→ C the H-equivariant continuous affine barycenter map.
A point c ∈ C is µ-stationary if Bar(ιc∗µ) = c where ιc : H → C : g 7→ gc
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is the orbit map associated with c ∈ C . By Markov–Kakutani’s fixed point
theorem, the subset Cµ ⊂ C of all µ-stationary points in C is not empty.

The following theorem due to Furstenberg provides the existence and
uniqueness of boundary maps (see also [BS04, Section 2]).

Theorem 2.2 (Furstenberg, [Fu62b]). Let c ∈ Cµ be a µ-stationary point.
Then there exists an essentially unique H-equivariant measurable map β :
B → C such that

Bar(β∗νB) = c.

We say that β : B → C is the H-equivariant boundary map associated with
c ∈ Cµ.

2.2. Semisimple Lie groups. Let G be a connected semisimple real Lie
group with finite center and no nontrivial compact factors. Fix an Iwasawa
decomposition G = KAV , where K < G is a maximal compact subgroup,
A < G is a Cartan subgroup and V < G is a unipotent subgroup. Denote
by L = ZG(A) the centralizer of A in G and set P = LV . Then P < G
is a minimal parabolic subgroup. Since K y G/P is transitive, G/P is a
compact homogeneous space and there exists a unique K-invariant Borel
probability measure νP ∈ Prob(G/P ). The measure class of νP coincides
with the unique G-invariant measure class on G/P . More generally, for
every parabolic subsgroup P < Q < G, we denote by νQ ∈ Prob(G/Q) the
unique K-invariant Borel probability measure on G/Q.

Example 2.3. Assume that G = SLd(R) for d ≥ 2. Then we may take
K = SOd(R), A < G the subgroup of diagonal matrices with positive entries
and V < G the subgroup of strict upper triangular matrices. In that case,
P = Z (G)AV < G is the subgroup of upper triangular matrices. The
homogeneous space G/P is the full flag variety which consists of all flags
{0} ⊂ W1 ⊂ · · · ⊂ Wd = Rd, where Wi ⊂ Rd is a vector subspace such that
dimR(Wi) = i for every 1 ≤ i ≤ d.

Observe that for any left K-invariant Borel probability measure µG ∈
Prob(G), the probability measure µG ∗ νP is K-invariant on G/P and so
µG ∗ νP = νP , that is, (G/P, νP ) is a (G,µG)-space. Furstenberg [Fu62a]
proved the following fundamental result describing the Poisson boundary of
semisimple Lie groups.

Theorem 2.4 (Furstenberg, [Fu62a]). Let µG ∈ Prob(G) be a K-invariant
admissible Borel probability measure. Then (G/P, νP ) is the (G,µG)-Poisson
boundary.

For lattices Γ < G in connected semisimple real Lie groups as above,
Furstenberg [Fu67] showed that (G/P, νP ) can be regarded as the (Γ, µΓ)-
Poisson boundary with respect to a well chosen probability measure µΓ ∈
Prob(Γ).
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Theorem 2.5 (Furstenberg, [Fu67]). Let Γ < G be a lattice. Then there ex-
ists a probability measure µΓ ∈ Prob(Γ) with full support such that (G/P, νP )
is the (Γ, µΓ)-Poisson boundary.

Proof. We give a short proof following [BV22, Proposition 2.24]. Fix a Haar
measure mG on G = KAV which is then necessarily left K-invariant. We
may choose ψ ∈ Cc(G) such that ψ ≥ 0, ψ is left K-invariant,

∫
G ψ dmG = 1,

supp(ψ) contains a neighborhood of e ∈ G and supp(ψ) generates G as a
semigroup. Then µG = ψ · mG ∈ Prob(G) is a left K-invariant admissi-
ble Borel probability measure. By Theorem 2.4, (G/P, νP ) is the (G,µG)-
Poisson boundary.

By [Ma91, Proposition VI.4.1], we may choose a probability measure µΓ ∈
Prob(Γ) with full support such that (G/P, νP ) is a (Γ, µΓ)-space. Moreover,
we may choose µΓ ≤ θ for θ : Γ → (0, 1] small enough so that µΓ has
finite logarithmic first moment and finite random walk entropy. We may
now use [Ka97, Theorem 10.7] to infer that (G/P, νP ) is the (Γ, µΓ)-Poisson
boundary. �

We call a probability measure µΓ ∈ Prob(Γ) as in Theorem 2.5 a Fursten-
berg measure. Combining Theorems 2.4 and 2.5, we have

Har∞(G,µG) ∼=
G-equiv.

L∞(G/P, νP ) ∼=
Γ-equiv.

Har∞(Γ, µΓ).

A combination of Theorem 2.4 (resp. Theorem 2.5) and [GM89] implies
that for any intermediate parabolic subgroup P < Q < G, the map

(2.1) δ ◦ pQ : G/P → Prob(G/Q) : gP 7→ δgQ

is the essentially unique Γ-equivariant (resp. G-equivariant) measurable
mapping ζ : G/P → Prob(G/Q).

2.3. Boundary structures. For any C∗-algebraA ⊂ B(H ) and any n ≥ 1,
Mn(A) = Mn(C)⊗A ⊂ B(H ⊕n) is naturally a C∗-algebra. Let A,B be C∗-
algebras. A linear map Θ : A → B is said to be unital completely positive
(ucp) if Θ is unital and if for every n ≥ 1, the linear map

Θ(n) : Mn(A)→ Mn(B) : [aij ]ij 7→ [Θ(aij)]ij

is positive. Any unital ∗-homomorphism π : A → B is a ucp map. When
A or B is commutative, any unital positive linear map Θ : A → B is
automatically ucp (see e.g. [Pa02, Theorems 3.9 and 3.11]).

Let Θ : A→ B be a ucp map. The following Schwarz inequality holds

∀a ∈ A, Θ(a)∗Θ(a) ≤ Θ(a∗a).

Moreover, the subspace mult(Θ) ⊂ A defined by

mult(Θ) = {a ∈ A | Θ(a∗a) = Θ(a)∗Θ(a) and Θ(aa∗) = Θ(a)Θ(a)∗}
is a C∗-subalgebra. Then mult(Θ) ⊂ A is the largest C∗-subalgebra on which
Θ restricts to a unital ∗-homomorphism. If H is a locally compact group,
M,N are H-von Neumann algebras and Θ : M → N is a H-equivariant
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normal ucp map, then mult(Θ) ⊂ M is a H-invariant von Neumann subal-
gebra.

For any inclusion of von Neumann algebras N ⊂ M , a (normal) condi-
tional expectation E : M → N is a (normal) ucp map such that E ◦E = E.

Examples 2.6. We will be using the following examples of normal condi-
tional expectations.

(i) For any von Neumann algebra M endowed with a faithful normal
trace τ and any von Neumann subalgebra B ⊂ M , there exists a
unique faithful normal conditional expectation EB : M → B such
that τ ◦ EB = τ .

(ii) For any countable discrete group Λ and any nonsingular action Λ y
(X, η), there exists a canonical Λ-equivariant faithful normal condi-
tional E : L(Λ y X)→ L∞(X) which satisfies

∀T =
∑
γ∈Λ

Fγuγ ∈ L(Λ y X), E(T ) = Fe.

Definition 2.7 ([BBHP20]). Let Γ < G be a higher rank lattice and H = Γ
or H = G. Let M be a H-von Neumann algebra. A H-boundary structure
Θ : M → L∞(G/P ) is a H-equivariant faithful normal ucp map. We simply
say that Θ is invariant if Θ(M) = C1.

In the language of ucp maps, (2.1) precisely says that for every interme-
diate parabolic subgroup P < Q < G, the canonical inclusion C(G/Q) ↪→
L∞(G/P ) : F 7→ F ◦ pQ is the only H-equivariant ucp map Θ : C(G/Q)→
L∞(G/P ).

In the setting of higher rank lattices in connected semisimple real Lie
groups, the notion of boundary structure is equivalent to the notion of sta-
tionary state. Indeed, for H = Γ or H = G, fix a Borel probability measure
µH ∈ Prob(H) so that (G/P, νP ) is the (H,µH)-Poisson boundary (see
Theorems 2.4 and 2.5). We then identify Har∞(H,µH) ∼= L∞(G/P, νP ) as
H-operator systems.

• If Θ : M → L∞(G/P ) is a H-boundary structure, then ϕ = νP ◦Θ ∈
M∗ is a faithful normal µH -stationary state on M . Moreover, if Θ
is invariant, then ϕ is H-invariant.
• Conversely, let ϕ ∈ M∗ be a faithful normal µH -stationary state on
M . Define the H-equivariant faithful normal ucp map

Θ : M → Har∞(H,µH) : x 7→
(
h 7→ ϕ(h−1x)

)
.

Since Har∞(H,µH) ∼= L∞(G/P, νP ) as H-operator systems, we may
further regard Θ : M → L∞(G/P ) as a H-boundary structure such
that ϕ = νP ◦Θ. If ϕ is H-invariant, then Θ is invariant.

Using the above observation and [BBHP20, Proposition 2.7], if the action
σ : H y M is ergodic, then there is at most one H-boundary structure
Θ : M → L∞(G/P ). In that case, the H-boundary structure Θ : M →
L∞(G/P ) is a canonical object attached to M .
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The notion of boundary structure is well adapted to induction. Fix a
Borel section τ : G/Γ→ G so that x = τ(x)Γ for every x ∈ G/Γ. Consider
the Borel 1-cocycle c : G × G/Γ → Γ : (g, x) 7→ τ(gx)−1gτ(x). Let M be a
Γ-von Neumann algebra and Θ : M → L∞(G/P ) a Γ-boundary structure.

Consider the induced von Neumann algebra M̂ = IndGΓ (M) ∼= L∞(G/Γ)⊗M
endowed with the continuous action Gy IndGΓ (M) defined by

∀g ∈ G, ∀F ∈ IndGΓ (M), (g · F )(x) = c(g, x) · F (g−1x).

Alternatively, consider the von Neumann algebra L∞(G)⊗M together with
the continuous action G× Γ y L∞(G)⊗M defined by

∀(g, γ) ∈ G× Γ,∀F ∈ L∞(G)⊗M, ((g, γ) · F )(h) = γ · F (g−1hγ)

Then we canonically have IndGΓ (M) ∼= (L∞(G) ⊗M)Γ as G-von Neumann
algebras. Since G/P is a G-space, we have IndGΓ (L∞(G/P )) ∼= L∞(G/Γ)⊗
L∞(G/P ) as G-von Neumann algebras where G y G/Γ×G/P acts diago-
nally. Denote by νΓ ∈ Prob(G/Γ) the unique G-invariant Borel probability

measure. Then the map Θ̂ = νΓ ⊗ Θ : M̂ → L∞(G/P ) is a G-equivariant

faithful normal ucp map. We then refer to Θ̂ as the induced G-boundary

structure. Note that Θ is invariant if and only if Θ̂ is invariant.
This framework provides a conceptual approach to the stationary induc-

tion trick considered in [BH19, Section 4]. Let µG ∈ Prob(G) be a K-
invariant admissible Borel probability measure. Let ϕ be a faithful normal
µΓ-stationary state on M and define the corresponding Γ-boundary struc-
ture Θ : M → L∞(G/P ) such that νP ◦ Θ = ϕ. Consider the induced

G-boundary structure Θ̂ : M̂ → L∞(G/P ). Then ϕ̂ = νP ◦ Θ̂ is a faithful

normal µG-stationary state on M̂ . Moreover, ϕ is Γ-invariant if and only if
ϕ̂ is G-invariant.

Let Γ < G be a higher rank lattice and fix a Furstenberg measure µΓ ∈
Prob(Γ). We present below several examples of Γ-boundary structures.

Example 2.8 (Boundary structure arising from topological dynamics). Let
Γ y X be a minimal action on a compact metrizable space. Choose an
extremal µΓ-stationary Borel probability measure ν ∈ ProbµΓ(X). By min-
imality, we have supp(ν) = X. Denote by β : G/P → Prob(X) : b 7→ βb the
Γ-equivariant boundary map associated with ν ∈ ProbµΓ(X) (see Theorem
2.2). By duality, we may consider the Γ-equivariant ucp map Θ : C(X) →
L∞(G/P ) : f 7→ (b 7→ βb(f)) which satisfies νP ◦Θ = ν. By extremality, the
nonsingular action Γ y (X, ν) is ergodic. Moreover, Θ : C(X)→ L∞(G/P )
extends to a Γ-boundary structure Θ : L∞(X, ν)→ L∞(G/P ).

Example 2.9 (Boundary structure arising from unitary representations).
Let π : Γ→ U (Hπ) be a unitary representation and set A = C∗π(Γ). Choose
an extremal µΓ-stationary state ϕ ∈ SµΓ(A) and consider the GNS triple
(πϕ,Hϕ, ξϕ). Denote by β : G/P → S(A) : b 7→ βb the Γ-equivariant
boundary map associated with ϕ ∈ SµΓ(A) (see Theorem 2.2). By duality,
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we may consider the Γ-equivariant ucp map Θ : A → L∞(G/P ) : a 7→
(b 7→ βb(a)) which satisfies νP ◦ Θ = ϕ. Set M = πϕ(A)′′ = (πϕ ◦ π)(Γ)′′.
By extremality, the conjugation action Ad(πϕ ◦ π) : Γ y M is ergodic.
Moreover, the Γ-equivariant ucp map

πϕ(A)→ L∞(G/P ) : πϕ(a) 7→ Θ(a)

is well defined and extends to a Γ-boundary structure Θ : M → L∞(G/P ).
We refer to [BH19, Proof of Theorem A] for further details.

Example 2.10 (Boundary structure arising from characters). Let τ ∈ C (Γ)
be a character and denote by (π,H , ξ) its GNS triple. Denote by J : H →
H : π(γ)ξ 7→ π(γ)∗ξ the canonical conjugation. Letting N = π(Γ)′′, we
have JNJ = N ′ = π(Γ)′. Following [Pe14], define the noncommutative
Poisson boundary Bτ associated with τ ∈ C (Γ) as the von Neumann algebra
of all νP -equivalence classes of essentially bounded measurable functions
f : G/P → B(H ) satisfying f(γb) = Ad(Jπ(γ)J)(f(b)) for every γ ∈ Γ
and almost every b ∈ G/P . Observe that C1 ⊗ π(Γ)′′ ⊂ Bτ . Since P is
amenable, Bτ

∼= (IndGΓ (B(H )))P is an amenable von Neumann algebra. By
extremality, the conjugation action Ad(π) : Γ y Bτ is ergodic. Moreover,

Θ : Bτ → L∞(G/P ) : f 7→ (b 7→ 〈f(b)ξ, ξ〉)

is a Γ-boundary structure. When τ = δe is the regular character, the
noncommutative Poisson boundary Bτ coincides with the group measure
space von Neumann algebra L(Γ y G/P ) and the Γ-boundary structure
Θ : L(Γ y G/P ) → L∞(G/P ) is the canonical Γ-equivariant faithful nor-
mal conditional expectation. We refer to [BH19, Proof of Theorem C] for
further details.

2.4. The noncommutative Nevo–Zimmer theorem. The following the-
orem due to Boutonnet–Houdayer [BH19] is a noncommutative generaliza-
tion of Nevo–Zimmer’s structure theorem for stationary actions of higher
rank simple connected real Lie groups with finite center on measure spaces
[NZ00, Theorem 1].

Theorem 2.11 (Boutonnet–Houdayer [BH19]). Let Γ < G be a higher rank
lattice and assume that G is simple with finite center. Let H = Γ or H = G.
Let M be an ergodic H-von Neumann algebra and Θ : M → L∞(G/P ) an
H-boundary structure such that Θ(M) 6= C1.

Then there exist a unique proper parabolic subgroup P < Q < G such that
mult(Θ) ∼= L∞(G/Q) as H-von Neumann algebras.

Theorem 2.11 extends the work of Nevo–Zimmer [NZ00] in two ways.
Firstly, we deal with arbitrary von Neumann algebras M (instead of measure
spaces (X, ν)) and secondly, we deal with H-actions H y M with H = Γ
or H = G (instead of G-actions Gy (X, ν)).

Claim 2.12. If Theorem 2.11 holds for H = G, then it holds for H = Γ.
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Indeed, assume that Theorem 2.11 holds for H = G. Let M be an ergodic
Γ-von Neumann algebra and Θ : M → L∞(G/P ) a Γ-boundary structure
such that Θ(M) 6= C1. Consider the induced G-von Neumann algebra

M̂ = IndGΓ (M) together with its induced G-boundary structure Θ̂ : M̂ →
L∞(G/P ). We have Θ̂(M̂) 6= C1. In particular, there exists a proper
parabolic P < Q < G and a G-equivariant unital ∗-homomorphism ι :

C(G/Q) → M̂ . We may regard M̂ = (L∞(G) ⊗M)Γ = L∞(G,M)Γ. Since
the action G y C(G/Q) is ‖ · ‖∞-continuous, it follows that ι(C(G/Q)) ⊂
Cb(G,M)Γ. Consider the evaluation ∗-homomorphism ρ : Cb(G,M)Γ →
M : F 7→ F (e) which is Γ-equivariant. Then π = ρ ◦ ι : C(G/Q) → M
is a Γ-equivariant ∗-homomorphism. Then (2.1) implies that π extends to
a normal unital ∗-homomorphism π : L∞(G/Q) → M such that Θ ◦ π :
L∞(G/Q) ↪→ L∞(G/P ) is the canonical ∗-embedding. Then ι(L∞(G/Q)) ⊂
mult(Θ). Upon considering a smaller proper parabolic subgroup, we have
mult(Θ) ∼= L∞(G/Q). This finishes the proof of the claim.

The remarkable feature of Theorem 2.11 is that when Θ : M → L∞(G/P )
is not invariant, there is a nontrivial Γ-invariant commutative von Neumann
subalgebra M0 ⊂ M such that M0

∼= L∞(G/Q). This allows us to exploit
the dynamical properties of the ergodic action Γ y G/Q. In that respect,
we record the following well-known fact.

Lemma 2.13. Let Γ < G be a higher rank lattice and assume that G is sim-
ple with finite center. For every proper parabolic subgroup P < Q < G and
every γ ∈ Γ \Z (Γ), the measurable subset FixG/Q(γ) = {c ∈ G/Q | γc = c}
is null in G/Q.

Proof. Observe that Z (Γ) < Z (G) < P . Upon replacing G by G/Z (G)
and Γ by ΓZ (G)/Z (G), without loss of generality, we may assume that
Γ < G is a higher rank lattice where G is simple with trivial center.

Since G is a noncompact simple connected real Lie group with trivial
center, there exists a simple connected algebraic R-group G such that G ∼=
G0

R as Lie groups (see e.g. [Zi84, Proposition 3.1.6]). Note that G0
R CGR is

normal and has finite index. For every proper parabolic subgroup P < Q <
G, there exists a unique proper parabolic R-subgroup P < Q < G such that
Q = G ∩QR (see [Bo91, Theorem 21.15]). Since GR = G · PR, the action
G y GR/PR is transitive and so is G y GR/QR (see [Ma91, Proposition
I.1.5.4]). Therefore, we have G/Q ∼= GR/QR as G-spaces.

Denote by π : G → G/Q the canonical algebraic R-morphism. Regard
GR/QR = GRπ(e) ⊂ (G/Q)R. Let γ ∈ Γ \{e}. Then the fixed-point subset
W = {w ∈ G/Q | γw = w} is a proper R-subvariety of G/Q. It follows that
V = π−1(W) is a proper algebraic R-subvariety of G. Since G is connected,
[Ma91, Proposition I.2.5.3(ii)] implies that VR is null in GR. This further
implies that

FixG/Q(γ) = {c ∈ G/Q | γc = c} = π(VR) ∩GR/QR = π(VR) ∩G/Q
is null in G/Q. �
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The following consequence of Theorem 2.11 will be crucial in deducing
the main applications stated in the first lecture.

Proposition 2.14. Let Γ < G be a higher rank lattice and assume that G
is simple with finite center. Let π : Γ → U (M) be a group homomorphism
such that π(Γ)′∩M = C1. Consider the conjugation action Ad(π) : Γ yM .

Let Θ : M → L∞(G/P ) be a Γ-boundary structure such that Θ(M) 6= C1.
Then we have Θ(π(γ)) = 0 for every γ ∈ Γ \Z (Γ).

Proof. By Theorem 2.11, there exists a unique proper parabolic subgroup
P < Q < G such that mult(Θ) ∼= L∞(G/Q) as Γ-von Neumann alge-
bras. Denote by p : G/P → G/Q the canonical factor map. Upon iden-
tifying mult(Θ) = L∞(G/Q) and using (2.1), the restriction Θ|L∞(G/Q) :
L∞(G/Q) ↪→ L∞(G/P ) : F 7→ F ◦ p is the canonical inclusion. Denote
by A ⊂ M the separable unital Γ-C∗-subalgebra generated by π(Γ) and
C(G/Q). Then denote by β : G/P → S(A) the unique Γ-equivariant mea-
surable map such that βb(a) = Θ(a)(b) for every a ∈ A and almost every
b ∈ G/P . Then we have βb|C(G/Q) = δp(b) for almost every b ∈ G/P .

Let γ ∈ Γ \Z (Γ). By Lemma 2.13, the measurable subset

Z = {c ∈ G/Q | γc 6= c} ⊂ G/Q
has full measure in G/Q. Then Y = p−1(Z) ⊂ G/P has full measure in G/P .
For every b ∈ Y , we may choose a continuous function F ∈ C(G/Q) such
that 0 ≤ F ≤ 1, βγb(F ) = F (p(γb)) = 1 and βb(F ) = F (p(b)) = 0. Write
βb(π(γ)) = βb(π(γ)F ) + βb(π(γ)(1 − F )). By Cauchy–Schwarz inequality,
we have

|βb(π(γ)F )|2 ≤ βb(F 2) = F 2(p(b)) = 0

and

|βb(π(γ)(1− F ))|2 = |βγb((1− F )π(γ))|2 ≤ βγb((1− F )2) = 0.

Therefore, for every b ∈ Y , we have βb(π(γ)) = 0 and so Θ(π(γ)) = 0. �

2.5. Applications to the dynamics of positive definite functions.
Applying Theorem 2.11, we give a proof of Theorems A and B in the case
when G is a higher rank simple connected real Lie group with finite center.

Proof of Theorem A. Denote by π : Γ → U (Hπ) the universal unitary
representation that is equal to the orthogonal direct sum of all cyclic uni-
tary representations. Then A = C∗π(Γ) coincides with the full C∗-algebra
C∗(Γ) and we may use the identification S(A) = P(Γ). Let C ⊂ S(A)
be a nonempty Γ-invariant weak-∗ compact convex subset. By Markov–
Kakutani’s fixed point theorem, the subset CµΓ ⊂ C of all µΓ-stationary
states in C in not empty. We claim that CµΓ ⊂ T (Γ). By Krein–Milman
theorem, it suffices to show that any extreme point ϕ ∈ CµΓ is Γ-invariant.
Let ϕ ∈ CµΓ be an extreme point and set M = πϕ(A)′′ = (πϕ ◦π)(Γ)′′. Con-
sider the Γ-boundary structure Θ : M → L∞(G/P ) such that νP ◦Θ = ϕ as
in Example 2.9. If Θ is invariant, then ϕ ∈ T (Γ). If Θ is not invariant, then
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Proposition 2.14 implies that for every γ ∈ Γ \Z (Γ), we have Θ(π(γ)) = 0
and so ϕ(γ) = 0. Then ϕ is supported on Z (Γ) and so ϕ ∈ T (Γ). Therefore,
we have C ∩T (Γ) 6= ∅. �

Proof of Theorem B. Let τ ∈ C (Γ) be a character. Denote by (π,H , ξ)
its GNS triple and by Bτ its associated noncommutative Poisson boundary.
Consider the Γ-boundary structure Θ : Bτ → L∞(G/P ) as in Example 2.10.
If Θ is invariant, then for every f ∈ Bτ , the function Θ(f) : G/P → C :
b 7→ 〈f(b)ξ, ξ〉 is (essentially) constant. Since C1 ⊗ π(Γ)′′ ⊂ Bτ and since
the linear span of π(Γ)ξ is dense in H , it easily follows that every f ∈ Bτ

is (essentially) constant as a function G/P → B(H ). This further implies
that Bτ = C1 ⊗ π(Γ)′′ and so π(Γ)′′ is amenable. This further implies
that π is amenable. Since G is a higher rank connected simple Lie group
with finite center, G has property (T) by Kazhdan’s theorem, and so Γ has
property (T). Since π is amenable, π necessarily contains a nonzero finite
dimensional subrepresentation. Thus, π is finite dimensional since τ ∈ C (Γ)
is a character. In that case, τ ∈ C (Γ) is a compact character. If Θ is not
invariant, then Proposition 2.14 implies that for every γ ∈ Γ \ Z (Γ), we
have Θ(π(γ)) = 0 and so τ(γ) = 0. Thus, τ is supported on Z (Γ).

Since Γ has property (T), for every d ≥ 1, there are only finitely many d-
dimensional irreducible Γ-unitary representations up to unitary conjugacy.
Combining this fact together with the results from the previous paragraphs,
we infer that C (Γ) is a countable set. Write C (Γ) = {τn | n ∈ N}.

Let now τ ∈ T (Γ). There exists a sequence (αn)n∈N in [0, 1] such that∑
n∈N αn = 1 and τ =

∑
n∈N αnτn. Assume that τ is not supported on

Z (Γ). Then there exists n ∈ N such that αn 6= 0 and τn ∈ C (Γ) is a
compact character. Since τ = αnτn +

∑
k 6=n αkτk, we have πτn ⊂ πτ and so

πτ contains a nonzero finite dimensional subrepresentation. �

2.6. Proof of the noncommutative Margulis’ factor theorem. Ap-
plying Theorem 2.11, we give a proof of Theorem E in the case when G is a
higher rank simple connected real Lie group with trivial center.

Proof of Theorem E. Set B = L(Γ y G/P ). By [BH22, Lemma 3.2], the
conjugation action Γ y B is ergodic. Denote by E : B → L∞(G/P )
the canonical Γ-equivariant conditional expectation. Let L(Γ) ⊂ M ⊂ B
be an intermediate von Neumann subalgebra and consider the Γ-boundary
structure Θ = E |M : M → L∞(G/P ).

Firstly, assume that Θ is invariant. We simply denote by uγ ∈ L(Γ) ⊂ B
the canonical unitaries implementing the action Γ y G/P . For every x ∈M ,
write x =

∑
γ∈Γ xγuγ for its Fourier expansion, where xγ = E(xu∗γ) for every

γ ∈ Γ. Since E |M = Θ is invariant and since L(Γ) ⊂ M , it follows that
xγ ∈ C1 for every γ ∈ Γ and every x ∈ M . Then [Su18, Corollary 3.4]
implies that M = L(Γ).

Secondly, assume that Θ is not invariant. By Theorem 2.11, there exist
a proper parabolic subgroup P < Q < G and a Γ-equivariant normal unital
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embedding ι : L∞(G/Q) ↪→ M such that E ◦ι : L∞(G/Q) ↪→ L∞(G/P ) is
the canonical inclusion. This further implies that L(Γ y G/Q) = L(Γ) ∨
L∞(G/Q) ⊂ M . Since the nonsingular action Γ y (G/Q, νQ) is essentially
free by Lemma 2.13, a combination of [Su18, Theorem 3.6] and [Ma91,
Theorem IV.2.11] implies that there exists a parabolic subgroup P < R < Q
such that M = L(Γ y G/R). �
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3. Lecture 3:
Proof of the noncommutative Nevo–Zimmer theorem

In the third lecture, we prove the noncommutative Nevo–
Zimmer theorem for ergodic actions of higher rank con-
nected simple real Lie groups with finite center on von
Neumann algebras due to Boutonnet–Houdayer [BH19].

3.1. Statement of the main result. We will prove the following noncom-
mutative analogue of Nevo–Zimmer’s structure theorem for faithful station-
ary ergodic actions of higher rank connected simple real Lie groups with
finite center (see [NZ00, Theorem 1]).

Theorem 3.1 (Boutonnet–Houdayer [BH19]). Let G be a higher rank simple
connected real Lie group with finite center. Let M be an ergodic G-von
Neumann algebra and Θ : M → L∞(G/P ) a G-boundary structure such
that Θ(M ) 6= C1.

Then there exists a unique proper parabolic subgroup P < Q < G such
that mult(Θ) ∼= L∞(G/Q) as G-von Neumann algebras.

A few remarks are in order. In the case when Q = P , the restriction
Θ|mult(Θ) : mult(Θ)→ L∞(G/P ) is a normal unital surjective ∗-isomorphism
and so we may regard L∞(G/P ) ⊂M as a G-invariant von Neumann sub-
algebra and Θ : M → L∞(G/P ) as a G-equivariant faithful normal condi-
tional expectation.

Fix a maximal compact subgroup K < G. Assume that M = L∞(X, ν)
where (X, ν) is a faithful ergodic (G,µG)-space where µG ∈ Prob(G) is a
left K-invariant admissible Borel probability measure. Denote by Θ : M →
L∞(G/P ) the corresponding Poisson transform. In that case, Theorem 3.1
is equivalent to [NZ00, Theorem 1]. If ν is not G-invariant, then the proper
parabolic subgroup P < Q < G appearing in Theorem 3.1 corresponds
to the maximal projective factor (X, ν) → (G/Q, νQ) considered in [NZ00,
Lemma 0.1].

The proof of Theorem 3.1 consists of two independent steps.

• The first step of the proof consists of reducing the problem to a com-
mutative setting where the group action is still faithful and moreover
possesses large stabilizers (see Theorem 3.3).
• The second step of the proof due to Nevo–Zimmer [NZ00] consists of

proving that faithful stationary ergodic actions with large stabilizers
possess a nontrivial projective factor.

We will prove the following more general version of the noncommutative
Nevo–Zimmer structure theorem for higher rank simple algebraic groups
defined over a local field of characteristic zero (see [BH19, Theorem 5.1] for
the case of Lie groups and [BBH21, Theorem 1.5] for the case of algebraic
groups defined over a local field of arbitrary characteristic).
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Theorem 3.2. Let k be a local field of characteristic zero. Let G be a
simple connected algebraic k-group such that rkk(G) ≥ 2 and fix a minimal
parabolic k-subgroup P < G. Let M be an ergodic Gk-von Neumann algebra
and Θ : M → L∞(Gk/Pk) a Gk-boundary structure such that Θ(M ) 6= C1.

Then there exists a unique proper parabolic k-subgroup P < Q < G such
that mult(Θ) ∼= L∞(Gk/Qk) as Gk-von Neumann algebras.

Let us explain why Theorem 3.2 implies Theorem 3.1. Let G be a higher
rank simple connected real Lie group with finite center, M an ergodic G-
von Neumann algebra and Θ : M → L∞(G/P ) a G-boundary structure
such that Θ(M ) 6= C1.

Firstly, we reduce to the case where G has trivial center. Set G0 =
G/Z (G) and consider the canonical factor map π : G→ G0. Observe that
since Z (G) < P , the action Z (G) y G/P is trivial. Set P0 = P/Z (G)

and identify G/P ∼= G0/P0 as G-spaces. Set M0 = M Z (G). Then M0 is
an ergodic G0-von Neumann algebra and Θ0 = Θ|M0 : M0 → L∞(G0/P0) is
a G0-boundary structure. Consider the faithful normal conditional expec-
tation E : M → M0 : x 7→ 1

|Z (G)|
∑

g∈Z (G) σg(x). Then for every x ∈ M

and every g ∈ G, we have Θ(σg(x)) = Θ(x) and so Θ(E(x)) = Θ(x). Since
Θ(M ) 6= C1, we have Θ0(M0) 6= C1.

Secondly, we explain how to apply Theorem 3.2 to prove Theorem 3.1.
From the discussion in the previous paragraph, we may assume that G is
a higher rank simple connected real Lie group with trivial center. Then
there exists a simple connected algebraic R-group G such that G ∼= G0

R
as Lie groups (see e.g. [Zi84, Proposition 3.1.6]). Note that G0

R C GR is
a finite index closed normal subgroup. Fix a maximal R-split torus S <
G and a minimal parabolic R-subgroup P < G such that S < P < G.
Denote by V < P the unipotent radical of P, which is an R-subgroup.
Then we have P = ZG(S) n V. Since GR = G · ZG(S)R (see [Ma91,
Proposition I.1.5.4]), the action Gy GR/PR is transitive. Then P = G∩PR
is a parabolic subgroup of G and we have G/P ∼= GR/PR as compact
G-spaces. Consider the induced ergodic GR-von Neumann algebra M0 =

IndGR
G (M ). Set N0 = IndGR

G (L∞(G/P )). Since G/P ∼= GR/PR is a GR-
space, we have N0

∼= L∞(GR/G) ⊗ L∞(GR/PR) where GR y GR/G ×
GR/PR acts diagonally. Since GR/G is a finite group, we may consider
the GR-invariant probability measure ζ ∈ Prob(GR/G). Then Θ0 = ζ ⊗
Θ : M0 → L∞(GR/PR) is a GR-boundary structure such that Θ0(M0) 6=
C1. By Theorem 3.2, there exists a unique proper parabolic R-subgroup
P < Q < G such that mult(Θ0) ∼= L∞(GR/QR) as GR-von Neumann
algebras. Set Q = G ∩ QR and observe that G/Q ∼= GR/QR as compact
G-spaces. Regarding M0 = L∞(GR,M )G, consider the well-defined G-
equivariant normal unital ∗-homomorphism ρ : M0 →M : F 7→ F (e) that
consists of the evaluation map at e ∈ GR. Then ρ|L∞(G/Q) : L∞(G/Q) →
M is a G-equivariant normal unital ∗-homomorphism such that Θ ◦ ρ :
L∞(G/Q) ↪→ L∞(G/P ) is the canonical inclusion by (2.1). This further
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implies that mult(Θ) ∼= L∞(G/Q) as G-von Neumann algebras. Therefore,
Theorem 3.2 implies Theorem 3.1.

3.2. Reduction to the commutative setting. We will be using the fol-
lowing notation for the rest of these lectures notes. We refer the reader to
[Ma91, Chapter I] for further details. Let k be a local field of characteris-
tic zero. Let G be a simple connected algebraic k-group. Fix a maximal
k-split torus S < G and a minimal parabolic k-subgroup P < G such that
S < P < G. Denote by V = Ru(P) the unipotent radical of P, which is a
k-subgroup. Then we have P = ZG(S) n V. Denote by Φ+, Φ−, ∆ the set
of positive, negative and simple (positive) roots with respect to a given fixed
ordering. For every subset θ ⊂ ∆, denote by Sθ, Pθ, Vθ the correspond-
ing k-split torus, parabolic k-subgroup and unipotent radical k-subgroup so
that Pθ = ZG(Sθ) n Vθ. We consider Rθ = Sθ n Vθ which is the solvable
radical of Pθ. We also denote by Pθ, Vθ, Rθ the corresponding opposite
parabolic k-subgroup, opposite unipotent radical k-subgroup and opposite
solvable radical so that Pθ = ZG(Sθ)nVθ and Rθ = SθnVθ. Then we have
Vθ∩Pθ = {e} and Pθ∩Pθ = ZG(Sθ). Letting Uθ = ZG(Sθ)∩V = Pθ∩V,
we have V = Uθ n Vθ. Observe that P∅ = P and P∆ = G. More gener-
ally, P < Pθ < G for θ ⊂ ∆ are the intermediate parabolic k-subgroups.
We will simply denote by G,Sθ, Pθ, Vθ, P θ, V θ, U θ the corresponding locally
compact groups of k-points. By [Bo91, Proposition 20.5], we have a natural
identification G/Pθ = (G/Pθ)k.

The multiplication map Vθ × Pθ → G is a k-isomorphism such that
Vθ · Pθ ⊂ G is a Zariski dense open subset. At the level of k-points, the
subset V θ · Pθ ⊂ G is conull. Moreover, the map Ψ : V θ → G/Pθ : v 7→ vPθ
is a measure class preserving measurable isomorphism, where V θ is endowed
with its unique Haar measure class and G/Pθ with its unique G-invariant
measure class. The map Ψ satisfies the following equivariance property: for
every s ∈ Sθ, every v ∈ V θ and almost every w ∈ V θ, we have

(3.1) Ψ(vw) = vΨ(w) and Ψ(sws−1) = sΨ(w).

We denote by G+ the closed normal subgroup generated by Ru(Q)k where
Q < G runs through the set of all parabolic k-subgroups. Then we have
G = G+ · ZG(S)k and G+ C G has finite index. In particular, the action
G+ y G/P is transitive. In case k = R, G+ = G0 coincides with the
connected component of e ∈ G. In case k = C, we have G+ = G. By
Theorem 2.4 (see also [BS04, Corollary 5.2]), for every closed subgroup G+ <
H < G and every admissible Borel probability measure µ ∈ Prob(H), there
exists a unique µ-stationary Borel probability measure νP ∈ Prob(G/P ) and
(G/P, νP ) is the (H,µ)-Poisson boundary. For every intermediate parabolic
k-subgroup Q = Pθ, we denote by νQ ∈ Prob(G/Q) the µ-stationary Borel
probability measure that is the image of νP ∈ Prob(G/P ) under the factor
map pQ : G/P → G/Q, where Q = Qk.
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We illustrate the above notation in the case when k = R, G = SL3 and
G = SL3(R). We denote by

S =


λ1 0 0

0 λ2 0
0 0 λ3

 | λ1, λ2, λ3 > 0, λ1λ2λ3 = 1


the Cartan subgroup. Set

P =

∗ ∗ ∗0 ∗ ∗
0 0 ∗

 and V =

1 ∗ ∗
0 1 ∗
0 0 1

 .

Then P < G is a minimal parabolic subgroup, V is the unipotent radical of
P and we have P = ZG(S)n V . There are exactly two intermediate proper
parabolic subgroups P < P1, P2 < G. Indeed, set

P1 =

∗ ∗ ∗0 ∗ ∗
0 ∗ ∗

 , V1 =

1 ∗ ∗
0 1 0
0 0 1

 , U1 =

1 0 0
0 1 ∗
0 0 1

 .

Then P1 < G is a maximal parabolic subgroup, V1 is its unipotent radical
and we have V = U1 n V1. Define

S1 =


λ−2 0 0

0 λ 0
0 0 λ

 | λ > 0

 and R1 = S1 n V1.

Then P1/R1
∼= PSL2(R). Consider the opposite subgroups P 1, V 1, U1. Then

P1 ∩ P 1 = ZG(S1) and P1 = ZG(S1) n V1 is the Levi decomposition of P1.
Likewise, set

P2 =

∗ ∗ ∗∗ ∗ ∗
0 0 ∗

 , V2 =

1 0 ∗
0 1 ∗
0 0 1

 , U2 =

1 ∗ 0
0 1 0
0 0 1

 .

Then P2 < G is a maximal parabolic subgroup, V2 is its unipotent radical
and we have V = U2 n V2. Define

S2 =


λ 0 0

0 λ 0
0 0 λ−2

 | λ > 0

 and R2 = S2 n V2.

Then P2/R2
∼= PSL2(R). Consider the opposite subgroups P 2, V 2, U2. Then

P2 ∩ P 2 = ZG(S2) and P2 = ZG(S2) n V2 is the Levi decomposition of P2.
In this subsection, we explain the first step of the proof of Theorem 3.2

that consists of reducing the problem to a commutative setting where the
group action is still faithful and moreover possesses large stabilizers (see
[BH19, Theorem 5.1] for the case of Lie groups and [BBH21, Theorem 3.1]
for the case of algebraic groups defined over local fields of arbitrary charac-
teristic).
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Theorem 3.3. Let k be a local field of characteristic zero. Let G be a
simple connected algebraic k-group such that rkk(G) ≥ 2. Let M be a G-von
Neumann algebra and Θ : M → L∞(G/P ) a faithful G-boundary structure
such that Θ(M ) 6= C1. Fix a Borel probability measure νP ∈ Prob(G/P ) in
the unique G-invariant measure class and set ϕ = νP ◦Θ ∈M +

∗ .
Then there exists a separable G-invariant abelian von Neumann subalge-

bra Z ⊂ M such that G+ y Z is faithful. Moreover, letting (Z , ϕ|Z ) ∼=
L∞(X, ν), we have that StabG(x) contains the group of k-points of a non-
trivial k-split torus of G for ν-almost every x ∈ X.

Proof. Since Θ(M ) 6= C1, there exists a separable G-invariant von Neumann
subalgebra M0 ⊂ M such that Θ(M0) 6= C1. Upon replacing M by M0,
we may assume that M is separable. We divide the proof into a series of
claims following [BH19, Theorem 5.1] and [BBH21, Theorem 3.1].

Since rkk(G) ≥ 2, the intersection of the von Neumann subalgebras
L∞(G/Pθ) over all θ ( ∆ is equal to C1. Since Θ(M ) 6= C1, it follows
that there exists θ ( ∆ such that Θ(M ) 6⊂ L∞(G/Pθ). For notational con-
venience, set P0 = Pθ, S0 = Sθ, V0 = Vθ, V 0 = V θ, U0 = P0 ∩ V . We have
V = U0 n V 0. Set R0 = S0 n V0 and R0 = S0 n V 0.

Denote by A ⊂M the G-continuous model of M and recall that the G-
continuous model of L∞(G/P ) is equal to C(G/P ). Since Θ(A ) ⊂ C(G/P ),
we may regard Θ : A → C(G/P ) as a G-equivariant ucp map. By duality,
denote by β : G/P → S(A ) : b 7→ βb the unique G-equivariant continuous
map such that

∀g ∈ G,∀b ∈ G/P,∀a ∈ A , βb(a) = Θ(a)(b).

Set ψ = βP ∈ S(A )P . Consider the GNS triple (πψ,Hψ, ξψ) associated

with ψ ∈ S(A)P and set N = πψ(A )′′ ⊂ B(Hψ). We still denote by ψ =
〈 · ξψ, ξψ〉 the normal state on N and we observe that for every a ∈ A , we
have ψ(πψ(a)) = ψ(a). In the commutative case, namely when M is abelian,
A is abelian and so ψ ∈ N∗ is faithful on N . In the noncommutative case,
namely when M is noncommutative, the normal state ψ ∈ N∗ need not be
faithful on N . The ψ-preserving continuous action P y A extends to a
ψ-preserving continuous action σN : P y N .

In the first part of the proof (see Claims 3.4, 3.5, 3.6, 3.7 below),
following Nevo–Zimmer’s approach [NZ00], we construct a nontrivial G-
invariant von Neumann subalgebra M0 ⊂ M such that M0 ⊂ IndGP (N0),
where N0 ⊂ qN q is a P -invariant von Neumann subalgebra and q ∈ N P ,
and for which the action R0 y N0 is trivial.

Choose a Borel section τ : G/P → G and consider the Borel 1-cocycle c :
G×G/P → P : (g, b) 7→ τ(gb)−1gτ(b). The induced action G y IndGP (N )
is given by the formula

∀g ∈ G, ∀F ∈ IndGP (N ), σg(F )(b) = σN
c(g,g−1b)(F (g−1b)).
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Consider the map ι : A → IndGP (N ) defined by the formula

∀a ∈ A, ∀b ∈ G/P, ι(a)(b) = πψ(σ−1
τ(b)(a)).

Since ψ ∈ N∗ is P -invariant, we may consider the G-equivariant normal ucp

map Θ̂ = idG/P ⊗ψ : IndGP (N )→ L∞(G/P ).

Claim 3.4. We may extend ι : M → IndGP (N ) to a G-equivariant normal

unital ∗-embedding. Moreover, we have Θ̂ ◦ ι = Θ.

Proof of Claim 3.4. Firstly, observe that for every a ∈ A, every g ∈ G and
every b ∈ G/P , we have

ι(σg(a))(b) = πψ(σ−1
τ(b)(σg(a)))

= πψ(στ(b)−1gτ(g−1b)τ(g−1b)−1(a))

= σN
c(g,g−1b)(πψ(σ−1

τ(g−1b)
(a)))

= σg(ι(a))(b)

and so ι(σg(a)) = σg(ι(a)). Secondly, observe that for every a ∈ A and
every b ∈ G/P , we have

Θ̂(ι(a))(b) = ψ(σ−1
τ(b)(a)) = βτ(b)P (a) = βb(a) = Θ(a)(b)

and so Θ̂◦ι = Θ. Thus, once we proved that ι : M → IndGP (N ) extends to a
normal unital ∗-embedding, we will necessarily have that ι is G-equivariant

and Θ̂ ◦ ι = Θ.
Set H = L2(G/P, νP ) ⊗ Hψ and ξ = 1G/P ⊗ ξψ ∈ H . Denote by

p ∈ ι(A )′ ∩ B(H ) the orthogonal projection onto the closed linear span

K = ι(A )ξ. We identify B(K ) = pB(H )p. Observe that ξ is a ι(A )-cyclic
vector in K that implements the state ϕ on A . Thus, by uniqueness of the
GNS representation, the unital ∗-representation A → B(K ) : a 7→ ι(a)p
is unitarily conjugate to πϕ = id. In particular, it indeed extends to a
normal unital ∗-isomorphism M → ι(A )′′p : a 7→ ι(a)p. We are left to
check that the normal unital ∗-homomorphism ι(A )′′ → ι(A )′′p : f 7→ fp
is injective. Let f ∈ ι(A )′′ be such that fp = 0. For every a ∈ A , we
have f ι(a)ξ = 0. Regarding f ∈ L∞(G/P,N ), for every a ∈ A and almost
every b ∈ G/P , we have f(b)πψ(σ−1

τ(b)(a))ξψ = 0. Since A is separable,

this implies that for almost every b ∈ G/P and every a ∈ A, we have
f(b)πψ(σ−1

τ(b)(a))ξψ = 0. Since ξψ is πψ(A)-cyclic, we conclude that f(b) = 0

for almost every b ∈ G/P . This finally shows that f = 0. �

From now on, we will use the letter σ to denote any of the actions involved.

Claim 3.5. We have Θ(M V 0) 6= C1.

Proof of Claim 3.5. Regard L∞(G/P ) = L∞(V ) = L∞(V 0) ⊗ L∞(U0) =
L∞(V 0,Q0), where Q0 = L∞(U0) = L∞(P0/P ). We identify L∞(G/P0) =
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L∞(V 0)⊗C1 ⊂ L∞(V 0,Q0). Recall that the actions S0 y L∞(V 0,Q0) and
V 0 y L∞(V 0,Q0) are given by

∀s ∈ S0, ∀v ∈ V 0, ∀f ∈ L∞(V 0,Q0),

σs(f)(w) = f(s−1ws) and σv(f)(w) = f(v−1w).

Denote by B ⊂ M the V 0-continuous model of M . Then we have
Θ(B) ⊂ Cb(V 0,Q0). Since Θ(M ) 6⊂ L∞(G/P0), there exists b ∈ B such
that y = Θ(b)(e) ∈ Q0 \ C1. By the contraction property, we may choose
s ∈ S0 such that limn s

−nvsn = e for every v ∈ V 0. Choose a nonprin-
cipal ultrafilter U ∈ β(N) \ N and define the ucp map Es : M → M s :
x 7→ limU

1
n

∑n
j=1 σsj (x) where the limit is taken with respect to the weak-∗

topology. We prove the following fact that implies Claim 3.5.

Fact. We have Es(b) ∈M V 0 = BV 0 and Θ(Es(b)) = 1V 0
⊗ y /∈ C1.

For every n ≥ 1, set bn = 1
n

∑n
j=1 σsj (b) ∈ B. Then we have

∀n ≥ 1, ∀v ∈ V 0, ‖σv(bn)− bn‖ ≤
1

n

n∑
j=1

‖σs−jvsj (b)− b‖.

Thus, we have limn ‖σv(bn)−bn‖ = 0. This further implies that σv(Es(b)) =

Es(b) for every v ∈ V 0 and so Es(b) ∈ M V 0 = BV 0 . Since the action
S0 y Q0 is trivial, we have Θ ◦ σs = (σs ⊗ id) ◦ Θ. Set f = Θ(b) ∈
Cb(V 0,Q0). By the contraction property, (σsn ⊗ id)(f)→ 1V 0

⊗ f(e) point-

wise on V 0. Lebesgue’s dominated convergence theorem further implies
that (σsn ⊗ id)(f) → 1V 0

⊗ f(e) with respect to the weak-∗ topology in

L∞(V 0,Q0). Since Θ : M → L∞(V 0,Q0) is normal, we have

Θ(Es(b)) = lim
U

1

n

n∑
j=1

(σsj ⊗ id)(Θ(b)) = 1V 0
⊗ f(e) = 1V 0

⊗ y.

This finishes the proof of Claim 3.5. �

Claim 3.6. We have Θ(MR0) 6= C1.

Proof of Claim 3.6. Consider the nonempty convex set

C =
{

Φ : M V 0 →M V 0 ucp map | Θ ◦ Φ = Θ|
MV 0

}
.

Observe that C is compact for the pointwise weak-∗ topology on M V 0 . Since

the action S0 y Q0 is trivial and since Q0 = L∞(G/P )V 0 , we may define the
affine action S0 y C by the formula s ·Φ = σs ◦Φ for every s ∈ S0 and every
Φ ∈ C . Since S0 is abelian and so amenable (as a discrete group), there exists

Φ ∈ C such that σs◦Φ = Φ for every s ∈ S0. Then we have Φ(M V 0) ⊂MR0 .

Using Claim 3.5, we have C1 6= Θ(M V 0) = Θ(Φ(M V 0)) ⊂ Θ(MR0). This
finishes the proof of Claim 3.6. �
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By Claim 3.4, we may regard M ⊂ IndGP (N ) as a G-invariant von Neu-

mann subalgebra such that Θ = Θ̂|M . We show that under a well-chosen
nonzero G-invariant projection, the fixed point von Neumann subalgebra

IndGP (N )R0 is included in an induced von Neumann algebra. Denote by
q ∈ (N R0)′ ∩N the support projection of the normal state ψ|(N R0 )′∩N ∈
((N R0)′ ∩N )∗. Since R0 C P0 is a normal subgroup and since R0 < P , it
follows that (N R0)′ ∩N ⊂ N is globally P -invariant. This implies that
q ∈ (N R0)′ ∩N P = Z (N R0)∩N P . Define p = 1G/P ⊗ q ∈ IndGP (N ) and

observe that p ∈ IndGP (N )G.

Claim 3.7. We have p ∈ Z (IndGP (N )R0) ∩ IndGP (N )G, Θ̂(p) = 1 and

IndGP (N )R0p ⊂ IndGP (N R0q).

Proof. In order to prove the claim, we prove the following useful fact.

Fact. We have q ∈ (N S0)′ ∩N and N S0q = N R0q.

Regard N ⊂ B(Hψ) via the GNS representation. Then q : Hψ →
[(N ′ ∨ N R0)ξψ] is the orthogonal projection onto the closed linear sub-

space generated by (N ′ ∨N R0)ξψ. Let x ∈ N S0 and v ∈ V0. Choose a
sequence (sn)n∈N in S0 such that limn snvs

−1
n = e. Then for every y ∈ N ′

and every z ∈ N R0 , we have

‖(σv(x)− x)yzξψ‖ = ‖y(σv(x)− x)zξψ‖
≤ ‖y‖∞‖(σsnvs−1

n
(xz)− xz)ξψ‖ → 0.

Thus, we have σv(xq) = σv(x)q = xq. This implies that xq ∈ N R0 . Since
q ∈ Z (N R0), we have xq = qxq. Applying this equality to x∗ ∈ N S0 , we
also have x∗q = qx∗q and so qx = qxq. This further implies that qx = qxq =
xq ∈ N R0 . Therefore, we have q ∈ (N S0)′ ∩N and N S0q = N R0q. This
finishes the proof of the fact.

Observe that IndGP (N ) = IndGP0
(IndP0

P (N )). Since L∞(V 0) = L∞(G/P0),
we have

IndGP (N )R0 = L∞(V 0, IndP0
P (N ))R0 = C1V 0

⊗ IndP0
P (N )S0 .

Moreover, since R0CP0 is a normal subgroup and since R0 < P , the action
R0 y L∞(P0/P ) is trivial and N R0 ⊂ N is globally P -invariant, which

further implies that IndP0
P (N )R0 = IndP0

P (N R0). Moreover, since N S0q =

N R0q ⊂ qN q is P -invariant, we have

IndP0
P (N )S0(1P0/P ⊗ q) = IndP0

P (N S0q)

= IndP0
P (N R0q)

= IndP0
P (N )R0(1P0/P ⊗ q)

Since p = 1V 0
⊗ 1U0

⊗ q, a combination of the above equality and the

fact implies that p ∈ Z (IndGP (N )R0) ∩ IndGP (N )G and IndGP (N )R0p ⊂
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IndGP (N R0q). Moreover, since ψ(q) = 1, we clearly have Θ(p) = 1. This
finishes the proof of Claim 3.7. �

Consider the G-invariant von Neumann subalgebra M0 ⊂ M generated

by MR0 . Since p ∈ Z (IndGP (N )R0)∩ IndGP (N )G, we have that p commutes
with M0. Denote by z ∈ Z (M0) the unique central projection such that
the map M0z → M0p is a normal unital ∗-isomorphism. Then we have

p = zp and so 1 = Θ̂(p) = Θ̂(z)Θ̂(p) = Θ(z). Since Θ is faithful on M , we
have z = 1. With a slight abuse of notation, we identify M0 = M0p and we
regard M0 ⊂ IndGP (N0) where N0 = N R0q.

In the second part of the proof (see Claims 3.8, 3.9 below), we show
that Z = Z (M0) satisfies the conclusion of Theorem 3.3. For this, we
exploit the ergodicity phenomenon arising from the conjugation action in
noncommutative von Neumann algebras. This second part is conceptually
new compared to [NZ00].

Claim 3.8. The action G+ y Z is faithful.

Proof of Claim 3.8. Denote by A0 ⊂ M0 the G-continuous model of M0.
In particular, we have A0 ⊂ Cb(V 0, IndP0

P (N0)). Then denote by P0 ⊂
IndP0

P (N0) the von Neumann subalgebra generated by all the values of the

functions f ∈ A0 ⊂ Cb(V 0, IndP0
P (N0)). By construction, we have A0 ⊂

L∞(V 0,P0) and so M0 ⊂ L∞(V 0,P0).
Firstly, we prove that C1V 0

⊗P0 ⊂M0. Indeed, let f ∈ A0 and v ∈ V 0. It

suffices to show that f(v) ∈M0. Upon replacing f ∈ A0 by σv−1(f) ∈ A0,
it suffices to show that 1V 0

⊗ f(e) ∈ M0. Choose a sequence (sn)n∈N in

S0 such that for every v ∈ V 0, we have limn s
−1
n vsn = e. Then we have

σsn(f) → 1V 0
⊗ f(e) pointwise on V 0. Lebesgue’s dominated convergence

theorem further implies that σsn(f)→ 1V 0
⊗ f(e) with respect to the weak-

∗ topology in L∞(V 0,P0). Since σsn(f) ∈ M0 for every n ∈ N, we have
1V 0
⊗ f(e) ∈ M0. Then we have C1V 0

⊗P0 ⊂ M0 ⊂ L∞(V 0,P0) which
further implies that

(3.2) C1V 0
⊗Z (P0) ⊂ Z ⊂ L∞(V 0)⊗Z (P0).

Secondly, we prove that C1V 0
⊗P0 6= M0. Indeed, by contradiction,

assume that C1V 0
⊗ P0 = M0. Then the action V 0 y M0 is trivial.

By Tits’ simplicity theorem (see e.g. [Ma91, Theorem I.1.5.6]), the action
G+ y M0 is trivial. Since the action G+ y G/P is ergodic, this further
implies that Θ(M0) = C1. This however contradicts Claim 3.6. Therefore,
we have C1V 0

⊗P0 6= M0.

Thirdly, we prove that the action V 0 y Z is nontrivial. By Tits’ sim-
plicity theorem (see e.g. [Ma91, Theorem I.1.5.6]), this will imply that the
action G+ y Z is faithful. Indeed, by contradiction, assume that the ac-
tion V 0 y Z is trivial. Then we necessarily have C1V 0

⊗ Z (P0) = Z .

By [GK95, Theorem B], there exists a normal conditional expectation Φ :
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P0 → Z (P0) that is proper in the following sense

∀x ∈P0, Φ(x) ∈ conv {uxu∗ | u ∈ U (P0)}w.
Then the normal conditional expectation id⊗Φ : L∞(V 0)⊗P0 → L∞(V 0)⊗
Z (P0) satisfies (id⊗Φ)(M0) ⊂ M0 ∩ (L∞(V 0) ⊗ Z (P0)) = Z . Choose
a faithful normal state ρ ∈ Z (P0)∗ and set φ = ρ ◦ Φ ∈ (P0)∗. Then
φ|Z (P0) = ρ is faithful on Z (P0). Moreover, we have (id⊗φ)(M0) = C1.
We need the following fact that follows from Hahn–Banach theorem.

Fact. The set S = {aφb | a, b ∈P0} is ‖ · ‖-dense in (P0)∗.

Indeed, denote by I = {x ∈P0 | ∀ω ∈ S , ω(x) = 0} the annihilator of
S in P0. Then I ⊂ P0 is a weak-∗ closed two-sided ideal. Therefore,
there exists z ∈ Z (P0) such that I = P0z. Since φ(z) = 0 and φ|Z (P0)

is faithful, we have z = 0. Then Hahn–Banach theorem implies that S is
‖ · ‖-dense in (P0)∗.

Since C1V 0
⊗P0 ⊂M0, the fact implies that (id⊗ω)(M0) = C1 for every

ω ∈ (P0)∗. Then [GK95, Theorem C] and the Slice Mapping Theorem (see
[KR92, Exercise 12.4.36(v)]) imply that M0 = C1V 0

⊗P0. This however

contradicts the third paragraph of the proof. Therefore, the action G+ y Z
is faithful. This finishes the proof of Claim 3.8. �

Define Z0 = IndP0
P (Z (N0)) and observe that the action R0 y Z0 is

trivial. Moreover, we have Z ⊂ IndGP0
(Z0). Write (Z , ϕ|Z ) ∼= L∞(X, ν)

and Z0 = L∞(Y, η).

Claim 3.9. For ν-almost every x ∈ X, the closed subgroup StabG(x) < G
contains the conjugate of the group of k-points of a nontrivial k-split torus
of G.

Proof. There exists a G-equivariant measurable map π : IndGP0
(Y, η) →

(X, ν) such that π∗(νG/P0
⊗ η) ∼ ν. Choose a Borel section τ : G/P0 → G

and consider the Borel 1-cocycle c : G×G/P0 → P0 : (g, b) 7→ τ(gb)−1gτ(b).
Then the induced Borel action Gy IndGP0

(Y, η) is defined by

∀g ∈ G, ∀b ∈ G/P0,∀y ∈ Y, g · (b, y) = (gb, c(g, b)y).

Observe that for every r ∈ R0, every b ∈ G/P0 and every y ∈ Y , letting
g = τ(b)rτ(b)−1, we have

g · (b, y) = (gb, c(g, b)y)

= (τ(b)rτ(b)−1b, τ(τ(b)rτ(b)−1b)−1τ(b)rτ(b)−1τ(b)y)

= (b, y),

which implies that τ(b)R0τ(b)−1 < StabG(b, y). Thus, by G-equivariance,
for ν-almost every x ∈ X, the closed subgroup StabG(x) < G contains (a
conjugate of) the group of k-points of a nontrivial k-split torus of G. This
finishes the proof of Claim 3.9. �

This finishes the proof of Theorem 3.3. �



32 CYRIL HOUDAYER

3.3. The Nevo–Zimmer structure theorem for stationary ergodic
actions. We prove Nevo–Zimmer’s structure theorem for faithful stationary
ergodic actions with large stabilizers [NZ00, Proposition 3.1] (see [BBH21,
Theorem 4.1] for the case of algebraic groups defined over local fields of
arbitrary characteristic).

Theorem 3.10 (Nevo–Zimmer [NZ00]). Let k be a local field of char-
acteristic zero. Let G be a simple connected algebraic k-group such that
rkk(G) ≥ 1. Let µ ∈ Prob(G) be an admissible Borel probability measure
and (X, ν) an ergodic (G,µ)-space such that G+ y (X, ν) is faithful. As-
sume that for ν-almost every x ∈ X, StabG(x) contains the group of k-points
of a nontrivial k-split torus of G.

Then there exist a proper parabolic k-subgroup P < Q < G and a G-
equivariant measurable factor map (X, ν)→ (G/Q, νQ).

Proof. The proof relies in a crucial way on the theory of algebraic groups.
We may regard G as a k-analytic Lie group and it is known that G+ C G
is a finite index open normal subgroup. We have Lie(G) ∼= Lie(G)k as
k-Lie algebras. Consider the faithful irreducible adjoint k-representation
Ad : G → GL(Lie(G))). Then we have Ad(G) ⊂ GL(Lie(G)). Denote
by Gr(Lie(G)) (resp. Gr(Lie(G))) the k-analytic Grassmannian G-manifold
(resp. algebraic k-G-variety) of all subspaces of Lie(G) (resp. Lie(G)). We
naturally have Gr(Lie(G)) ∼= Gr(Lie(G))k as k-analytic manifolds.

We need to introduce some further notation. Denote by Sub(G) the space
of all closed subgroups of G. Endowed with the Chabauty topology, Sub(G)
is a compact metrizable space and the conjugation action G y Sub(G) is
continuous. By Cartan’s theorem, every element H ∈ Sub(G) is a k-analytic
Lie subgroup of G (see the corollary to Theorem 1 in [Se92, Part II, Chapter
V, §9]). For ν-almost every x ∈ X, we have StabG(x) ∈ Sub(G) and the
stabilizer map X → Sub(G) : x 7→ StabG(x) is G-equivariant and measur-
able (see [AM66, Chapter II]). The Lie algebra map Sub(G)→ Gr(Lie(G)) :
H 7→ Lie(H) is G-equivariant and Borel (see [NZ00, Section 3]). Therefore,
the Gauss map ψ : X → Gr(Lie(G)) : x 7→ Lie(StabG(x)) is G-equivariant
and measurable.

By assumption, for ν-almost every x ∈ X, we have 0 < dim(ψ(x)). We
claim that for ν-almost every x ∈ X, we have dim(ψ(x)) < dim(Lie(G)). In-
deed, otherwise by ergodicity, we have dim(Lie(StabG(x))) = dim(ψ(x)) =
dim(Lie(G)) for ν-almost every x ∈ X. Then for ν-almost every x ∈ X,
the subgroup StabG(x) < G is open and noncompact by assumption. Since
G+ C G is a finite index open subgroup with the Howe–Moore property
(see [HM77, Theorem 5.1]), it follows that G+ ∩ StabG(x) = G+ and so
G+ < StabG(x) for ν-almost every x ∈ X. This however contradicts
the assumption that the action G+ y (X, ν) is faithful. Therefore, 0 <
dim(ψ(x)) < dim(Lie(G)) for ν-almost every x ∈ X.

Since Gr(Lie(G)) is an algebraic k-G-variety, the Borel action G y
Gr(Lie(G))k is tame and so the quotient Borel space G\Gr(Lie(G))k is a
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standard Borel space (see [Zi84, Theorem 2.1.14, Proposition 3.1.3]). Since
the action G y (X, ν) is ergodic, the invariant map X → G\Gr(Lie(G))k
is ν-almost everywhere constant and so there exists w ∈ Gr(Lie(G)) =
Gr(Lie(G))k such that Lie(StabG(x)) = ψ(x) ∈ Gw for ν-almost every
x ∈ X. Then H = StabG(w) < G is a k-subgroup and we have a k-
isomorphism β : G/H→ Gw ⊂ Gr(Lie(G)) such that β|G/H : G/H → Gw
is a homeomorphism. Here we regard G/H ⊂ (G/H)k where H = Hk.
Thus, upon replacing ψ by (β|G/H)−1 ◦ ψ, we may regard ψ : X → G/H
as a G-equivariant measurable map. Since 0 < dim(ψ(x)) < dim(Lie(G))
for ν-almost every x ∈ X, w ∈ Gr(Lie(G))k is a nonzero proper subspace
of Lie(G)k. Since G is a simple connected algebraic k-group, the adjoint
algebraic k-representation Ad : G→ GL(Lie(G)) is faithful irreducible and
so H < G is a proper k-subgroup. Denote by η = ψ∗ν ∈ Prob(G/H) the
pushforward µ-stationary Borel probability measure.

By Theorem 2.4 and [BS04, Corollary 5.2], the (G,µ)-space (G/P, νP ) is
the (G,µ)-Poisson boundary. Then there exists a G-equivariant measurable
map β : G/P → Prob(G/H) such that Bar(β∗νP ) = η. We may assume
that β : G/P → Prob(G/H) is strictly G-equivariant. Then ζ = β(P ) ∈
Prob(G/H) is a P -invariant Borel probability measure. Since P < P is
Zariski dense, there exists a normal k-subgroup NCP such that the image
of P in (P/N)k is compact and ζ is supported on (G/H)N∩G/H (see [Sh97,
Theorem 1.1] and [BDL14, Proposition 1.9]). Then (G/H)N 6= ∅ and upon
conjugating H, we may assume that N < H. Since N = Nk < Pk = P and
P < G are both cocompact, it follows that N < G is cocompact and so is
H < G.

Finally, we prove that H0 is not reductive. By contradiction, assume
that H0 is reductive. Then the algebraic k-G-variety G/H is affine (see
[Ha74, Theorem 3.3]). By [Bo91, Proposition 1.12], there exist an algebraic
k-embedding ι : G/H→ V into a finite dimensional k-vector space (that we
may assume to have a spanning range) and an equivariant faithful algebraic
k-representation ρ : G → GL(V). Since G leaves invariant the compact
spanning subset ι(G/H) ⊂ Vk, it follows that G is compact, a contradiction.
Therefore, H0 is not reductive. We may then consider its unipotent radical
{e} 6= Ru(H0) C H0, which is a k-subgroup. By [BT70, Proposition 3.1],
there exists a proper parabolic k-subgroup Q < G such that H < Q. Upon
conjugating Q, we may assume that P < Q < G. Therefore, we obtain a
G-equivariant measurable factor map (X, ν)→ (G/Q, νQ). �

Proof of Theorem 3.2. By combining Theorems 3.3, 3.10 and (2.1) in case
k = R (resp. [BBH21, Proposition 5.1] in case k is an arbitrary local field),
there exist a proper parabolic k-subgroup P < Q < G and a normal unital ∗-
embedding ι : L∞(G/Q)→ mult(Θ) such that Θ◦ι : L∞(G/Q) ↪→ L∞(G/P )
is the canonical inclusion. Upon taking a smaller parabolic k-subgroup, we
have mult(Θ) ∼= L∞(G/Q) as G-von Neumann algebras. �
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Let us point out that there is no higher rank assumption on the simple
connected algebraic k-group G in Theorem 3.10. In particular, we obtain
the following consequence.

Corollary 3.11. Let k be a local field of characteristic zero. Let G be a
simple connected algebraic k-group such that rkk(G) = 1. Let µ ∈ Prob(G)
be an admissible Borel probability measure and (X, ν) an ergodic (G,µ)-space
such that G+ y (X, ν) is faithful. Assume that for ν-almost every x ∈ X,
StabG(x) contains the group of k-points of a nontrivial k-split torus of G.

Then there exists a G-equivariant measurable factor map

(X, ν)→ (G/P, νP ).

In particular, the action Gy (X, ν) is amenable.

Proof. Since rkk(G) = 1, the proper parabolic k-subgroup P < Q < G
obtained by Theorem 3.10 satisfies Q = P and so Q = P is amenable. The
existence of the G-equivariant measurable factor map (X, ν) → (G/P, νP )
together with [Zi78, Proposition 3.1] imply that the action G y (X, ν) is
amenable. �

References

[7s12] M. Abert, N. Bergeron, I. Biringer, T. Gelander, N. Nikolov, J.
Raimbault, I. Samet, On the growth of L2-invariants for sequences of lattices
in Lie groups. Ann. of Math. 185 (2017), 711–790.

[AGV12] M. Abert, Y. Glasner, B. Virag, Kesten’s theorem for invariant random
subgroups. Duke Math. J. 163 (2014), 465–488.

[AIM19] Y. Arano, Y. Isono, A. Marrakchi, Ergodic theory of affine isometric
actions on Hilbert spaces. Geom. Funct. Anal. 31 (2021), 1013–1094.

[AM66] L. Auslander, C.C. Moore, Unitary representations of solvable Lie groups.
Mem. Amer. Math. Soc. 62 (1966), 199 pp.

[BBHP20] U. Bader, R. Boutonnet, C. Houdayer, J. Peterson, Charmenability of
arithmetic groups of product type. Invent. Math. 229 (2022), 929–985.

[BBH21] U. Bader, R. Boutonnet, C. Houdayer, Charmenability of higher rank
arithmetic groups. Ann. H. Lebesgue 6 (2023), 297–330.

[BDL14] U. Bader, B. Duchesne, J. Lécureux, Almost algebraic actions of algebraic
groups and applications to algebraic representations. Groups Geom. Dyn. 11
(2017), 705–738.

[BS04] U. Bader, Y. Shalom, Factor and normal subgroup theorems for lattices in
products of groups. Invent. Math. 163 (2006), 415–454.

[BV22] U. Bader, I. Vigdorovich, Charmenability and stiffness of arithmetic
groups. To appear in J. Eur. Math. Soc. (JEMS) arXiv:2208.07347

[Be89] B. Bekka, Amenable unitary representations of locally compact groups. Invent.
Math. 100 (1990), 383–401.

[Be06] B. Bekka, Operator-algebraic superridigity for SLn(Z), n ≥ 3. Invent. Math.
169 (2007), 401–425.

[BCH94] B. Bekka, M. Cowling, P. de la Harpe, Some groups whose reduced C∗-

algebra is simple. Publ. Math. Inst. Hautes Études Sci. 80 (1994), 117–134.
[Bo91] A. Borel, Linear algebraic groups. Second edition. Graduate Texts in Math-

ematics, 126. Springer-Verlag, New York, 1991. xii+288 pp.
[BHC61] A. Borel, Harish-Chandra, Arithmetic subgroups of algebraic groups. Ann.

of Math. 75 (1962), 485–535.



NONCOMMUTATIVE RIGIDITY OF HIGHER RANK LATTICES 35
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Soc., Zürich, 2007.

[Se92] J.-P. Serre, Lie Algebras and Lie Groups. 1964 lectures given at Harvard Uni-
versity. Lecture Notes in Math. 1500 Springer-Verlag, Berlin, 2006. viii+168
pp.

[Sh97] Y. Shalom, Invariant measures for algebraic actions, Zariski dense subgroups
and Kazhdan’s property (T). Trans. Amer. Math. Soc. 351 (1999), 3387–3412.

[SZ92] G. Stuck, R.J. Zimmer, Stabilizers for ergodic actions of higher rank
semisimple groups. Ann. of Math. 139 (1994), 723–747.

[Su18] Y. Suzuki, Complete descriptions of intermediate operator algebras by inter-
mediate extensions of dynamical systems. Comm. Math. Phys. 375 (2020),
1273–1297.

[Ta03a] M. Takesaki, Theory of operator algebras. II. Encyclopaedia of Mathemat-
ical Sciences, 125. Operator Algebras and Non-commutative Geometry, 6.
Springer-Verlag, Berlin, 2003. xxii+518 pp.

[Ta03b] M. Takesaki, Theory of operator algebras. III. Encyclopaedia of Mathe-
matical Sciences, 127. Operator Algebras and noncommutative Geometry, 8.
Springer-Verlag, Berlin, 2003. xxii+548 pp.

[Va10] S. Vaes, Rigidity for von Neumann algebras and their invariants. Proceed-
ings of the International Congress of Mathematicians. Volume III, 1624–1650,
Hindustan Book Agency, New Delhi, 2010.

[Zi78] R.J. Zimmer, Induced and amenable ergodic actions of Lie groups. Ann. Sci.
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