AN INVITATION TO VON NEUMANN ALGEBRAS

CYRIL HOUDAYER

ABSTRACT. These are the lectures notes from a minicourse given at the
summer school “Rigidity and group actions” at the Institute of Mathe-
matics of Jussieu in June 2013.

LECTURE 1

In the first lecture, we review some basic concepts of the theory of von
Neumann algebras. These include for instance von Neumann’s bicommutant
theorem and the GNS construction with respect to a tracial state. As an
example, we study group von Neumann algebras.

Basic results on von Neumann algebras. Let H be a (separable) com-
plex Hilbert space. We shall denote by (-, ) the inner product on H that we
assume to be linear in the first variable and conjugate linear in the second
one. Denote by B(H) the algebra of all bounded linear maps 7' : H — H.
This is a Banach algebra for the uniform norm:

ITloo = sup [IT€].
lell<1

We moreover have ||ST||co < ||S|loc]|T||co for all S,T" € B(H). The algebra

B(H) is naturally endowed with a x-operation called the adjoint operation
defined as follows:

(T7&m) = (& Tn), V&, n € H.
We have (T*)* =T, ||T*||oc = ||T||ooc and

IT*Tlloo = ITT*[loo = I T|3-

Thus, B(H) is a C*-algebra. We can define several weaker topologies on
B(H) as well, in the following way.

Definition 1. Let H be a complex Hilbert space.
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e The strong operator topology (SOT) on B(H) is defined by the follow-
ing family of open neighborhoods: for S € B(H), ¢ >0, &1,...,&, €
H, define

U(S,e,&)={T € B(H) : (T — S)&]| <e,V1 <i<n}.

e The weak operator topology (WOT) on B(H) is defined by the follow-
ing family of open neighborhoods: for S € B(H), ¢ > 0, &1,...,&,,
N,y---,Mn € H, define

V(S,e,&i,mi) ={T € B(H) : [((T — S)&,ni)| <&, V1 <i<nj.

The uniform topology is stronger than the SOT which is itself stronger than
the WOT.

Proposition 1. Let V C B(H) be a weakly closed subspace and ¢ : V — C
a bounded linear functional. The following are equivalent.

(1) There exist &1, .., &nyM1y .-y € H such that

n

o(T) =Y (T&,n:), VT € V.

i=1
(2) ¢ is strongly continuous.
(3) ¢ is weakly continuous.

Moreover, for any nonempty convex subset C C B(H), the strong operator
closure and the weak operator closure of C coincide.

The following is the central definition of this introduction.

Definition 2. Let M C B(H) be a unital x-subalgebra. We say that M is
a von Neumann algebra if M is weakly closed.

For a non-empty subset S C B(H), define the commutant of S in B(H) by
S ={T € B(H) : ST = TS,¥S € §}. One can then define the double
commutant by §” = (S')’.

Theorem 1 (Von Neumann’s Double Commutant Theorem). Let M C
B(H) be a unital *-subalgebra. The following are equivalent:

(1) M" =M.
(2) M is strongly closed.
(3) M is weakly closed.

We will need to introduce more topologies to capture the intrinsic structure
of a von Neumann algebra. We regard B(H) C B(H ®/?) via the embedding
T'—-T®1

Definition 3. Let H be a complex Hilbert space.

e The o-strong operator topology (0-SOT) on B(H) is defined by re-
stricting the SOT on B(H ® ¢2) to B(H).
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e The o-weak operator topology (o-WOT) on B(H) is defined by re-
stricting the WOT on B(H ® ?) to B(H).

Observe that on bounded subsets, SOT coincides with ¢-SOT and WOT
coincides with o-WOT.

For von Neumann algebras M and N, we say that a bounded linear mapping
¢ : M — N is normal if it is o-weakly continuous. We then have the
analogue of Proposition

Proposition 2. Let M be a von Neumann algebra and ¢ : M — C be a
bounded linear functional. The following are equivalent.

(1) There exist (£,)neN; (Mn)nen € H @ €% such that

o(T) = (T&pn, ), VT € M.

n

(2) ¢ is o-strongly continuous.

(3) ¢ is o-weakly continuous, that is, normal

(4) Monotone convergence: For any bounded increasing net (x;), we
have o(lim; ;) = lim; p(z;).

(5) o-additivity: For any family of pairwise orthgonal projections (p;),
we have o(32;pi) = 32, ¢(pi)-

Moreover, for any nonempty convex subset C C B(H), the o-strong operator
closure and the o-weak operator closure of C coincide.

We denote by M, the Banach space of all o-weakly continuous bounded
linear functionals on M. The mapping ® : M — (M, )* defined by ®(x)(¢) =
 is surjective and isometric, that is,

[2flo = sup o(z)|.
peM. o<1

Moreover, ® is continuous when we endow M with the o-WOT and (M,)*
with the weak-* topology. We refer to M, as the predual of M which is
unique up to isometric isomorphism (Sakai). Thus, the o-WOT is canonical
and only depends on M. It also follows that any *-isomorphism between
von Neumann algebras is necessarily normal.

We will denote by U(M) the group of unitary elements of M and by Z(M) =
M' N M the center of M. We say that M is a factor if Z(M) = C.

Convention. All the von Neumann algebras that we consider are always
assumed to have a separable predual and all the discrete groups that we
consider are assumed to be countable.



4 CYRIL HOUDAYER

Tracial von Neumann algebras. A von Neumann algebra M is said to
be tracial if it is endowed with a faithful normal state 7 which satisfies the
trace relation:

7(zy) = 7(yzx),Vo,y € M.
Such a tracial state will be refered to as a trace. We will say that M is a
II; factor if M is an infinite dimensional tracial von Neumann algebra and
a factor.

Let (M, 7) be a tracial von Neumann algebra. We endow M with the fol-
lowing inner product

(x,y)r = 7(y*x),V,y € M.
Denote by L?(M, 1) or simply by L?(M) the completion of M with respect
to (-, -)r. The corresponding ||-||2-norm on M is defined by ||z||2 = /7 (z*x).
Write M > x — & € L2(M) for the canonical embedding. Note that the
up\it vector 1 is cyclic, that is, M is dense in L2 (M) and separating, that is,
xl=0=x=0forallz € M. For all z,y € M,

lzyl3 = r(y*a*zy)
Ty 12"z llcy)
311y 13,

so that we can represent M in a standard way on L*(M) by

VARVA

m(x)y =y, Y,y € M.

This is the GNS-representation. Observe that = : M — B(L%(M)) is a
normal #-representation and is isometric: ||7(x)|lcoc = [|Z||co for all z € M.
Abusing notation, we identify 7(x) with z € M and regard M C B(L?(M)).
Define J: M 37+ 2% € L2(M). For all z,y € M, we have

(2, Jg) = (@, y7) = 7(ya") = 7(a"y) = (3, 7).
Thus J : L*(M) — L?(M) is a conjugate linear unitary such that J2 = 1.
Theorem 2. We have JMJ = M'.

Proof. We first prove JMJ C M'. Let z,y,a € M. We have
JrJya = Jra‘y* = y/aF = yaz* = yJra* = yJzJa

so that JxJy = yJxJ.

o~ o~

Claim. The faithful normal state z — (x1,1) is a trace on M.

Let z € M’. We first show that Jzl = z*1. Indeed, for every a € M, we
have

o~ o~ ~

(Jl,al) = (Jal,a1) = (z*a*1,1)
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Let now x,y € M'. We have
(wyl,T) = (yL,2"1) = (y1, Jal) = (a1, Jyl)
= (21,y"1) = (ya1,1).

Denote the faithful normal trace z — <:L‘/1\, /1\> on M' by 7'. Define the
canonical antiunitary K on L2 (M',7) = M1 = L*(M) by Kaz1 = z*1,
Vx € M’'. The first part of the proof yields KM'K ¢ M” = M. Since K
and J coincide on M’1, which is dense in L?(M), it follows that K = J.
Therefore, we have JM'J C M and so JM.J = M'. O

For all x € M, put ||z||; = 7(|z]).
Lemma 1. The following hold:

(1) For all x,y € M, we have |T(xy)| < ||z||1]|y||co-
(2) For all x,y € M, we have ||z + y|l1 < ||z|l1 + ||yl

Proof. (1) Let z,y € M and write x = u|z| (resp. y = v|y|) for the polar
decomposition of z (resp. y) in M. By Cauchy Schwarz inequality and using
the trace relation, we have

m(zy)| = |7 (ulz|2 |2 o]y [y['/?)]
= |r(ja|"?oly " [y ulz]/?)]
< 7|2V Polylv* |2V (ly [V Pty |22
= 7(J| "y || 2) 2 7 (|y P2y
e e e e R N (e R T e R e
< Iyl ()2 [yl (|2 ]) 2
= llyllooT(|])-

In particular, we obtain |7(z)| < 7(|z|) for all x € M.

(2) Let z,y € M and write x + y = u|z + y| for the polar decomposition of
x+y in M. Using (1), we have

T(lz+yl) = 7w (@ +y)| < |7 )| + |7 (wy)| < 7(lz]) + 7(ly)). O

Define L(M, 7) the completion of M with respect to the L!-norm ||-||;. The
previous lemma allows moreover to define a linear mapping ¥ : M — M,
by the formula

U(z)(y) = 7(zy), Yo,y € M.

Indeed by the lemma, we know that ||¥(x)|as, < ||z]1. Moreover, if z =
u*|z| is the polar decomposition of x in M, we have ¥ (z)(u*) = 7(zu*) =
T(u*x) = 7(|x|). Therefore ||V (z)|/rs, = ||z||1 for all z € M and so ¥ : M —
M, is a linear isometric embedding.
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By density, we can then extend W : Ll(M ,T) — M, to a linear isometric
embedding. One can also prove that the mapping W is surjective. Therefore,
we have the following.

Theorem 3. Let (M,7) be a tracial von Neumann algebra. Then V¥ :
Ll(M, T) — M, as defined above is an isometric and surjective linear map-

ping.

We will write 7(by) = ¥(b)(y) for all b € L'(M,7) and all y € M. From
now on, we will always identify the predual of M with the Banach space
LY(M,T).

Abelian von Neumann algebras. Let (X, u) be a standard probabil-
ity space. Define the x-representation 7 : L>(X,u) — B(L?(X,p)) given
by multiplication: (7w (f)§)(z) = f(z){(z) for all f € L*®(z,u) and all
¢ € L%(X,p). Since 7 is a C*-algebraic isomorphism, we will identify
f € L>®(X, u) with its image 7(f) € B(L*(X,p)). From now on, we will
simply denote L*°(X, u) by L*(X).

Proposition 3. We have L>°(X) NB(L3(X, 1)) = L®(X), that is, L®(X)
is mazimal abelian in B(L%(X, 1)). In particular, L°°(X) is a von Neumann
algebra.

Proof. Let T € L>®°(X)' NB(L?(X, 1)) and denote f = T1x € L?(X, ). For
all ¢ € L°°(X) C L%(X, i), we have

TE=TE1x =ET'1x =&f = f¢.
For every n > 1, put U, = {z € X : |f(2)| > ||T|| + +}. We have

1
T oo+ —) @) ? < 1 f1ag, ll2 = 1T 24, ll2 < (1T oo (@) 2,

hence p(U,) = 0 for every n > 1. This implies that ||f]jcc < ||7|lcc and so
T=f 0

The von Neumann algebra M = L*°(X) comes equipped with the faithful
normal trace 7, given by integration against the probability measure f,

rulf) = /X A Vf € L2(X).

Using the Spectral Theorem, one can show that any abelian von Neumann
algebra A with separable predual arises from a standard probability space,
that is, there exists a standard probability space (X,pu) such that A =
L>(X).
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Group von Neumann algebras. Let I' be a countable discrete group.
The left regular representation A : I' — U(¢2(T")) is defined by A\ 0y = dg.

Definition 4 (Group von Neumann algebra). The von Neumann algebra
L(T") is defined as the weak closure of the linear span of {\s : s € I'}..

Likewise, we can define the right regular representation p : T' — U(¢%(T')) by
ps0t = 0ps—1. The right von Neumann algebra R(T") is defined as the weak
closure of the linear span of {ps : s € I'}. We obviously have L(I') ¢ R(I")".

Proposition 4. The vector state 7 : L(I') — C defined by 7(x) = (xde, dc)
is a faithful normal trace. Moreover L(T') = R(T")".

Proof. 1t is clear that 7 is normal. We moreover have

T(Usut) = T(ust) = 5st,e = 6ts,e = T(Uts) = T(Utus)-
It follows that 7 is a trace on L(I'). Assume now that 7(z*z) = 0, that is,
xde = 0 for z € L(I"). For all t € I, we have zd; = zp;-16. = p—12de = 0.
Therefore x = 0. Hence 7 is faithful.
We can identify ¢2(I") with L?(L(I')) via the unitary mapping d, +— ug.
Under this identification, we have J§; = §,-1. An easy calculation shows
that for all s,t € I', we have

TN O = JAsGpo1 = JGyo1 = 61 = ps 0.

Therefore, JAsJ = ps for all s € I'. It follows that L(I") = JL(I")J = R(I)
and thus L(T') = R(T")". O

Let # € L(I') and write 20 = > pxsds € 2(T) with x5 = (26,05) =
T(zAk) for all s € I'. As we have seen, the family (zs)ser completely deter-
mines x € I'. We shall denote by x = ZSEF TsAs the Fourier expansion of
x € L(T).

Warning. The above sum ) . x,\; does not converge in general for
any of the topologies on B(¢2(T)). However, the net of finite sums (z7)r
defined by 7 = Y . rxs)As for F C I' a finite subset does converge for the
| - [l-norm. Indeed since (z5) € ¢2(I'), for any £ > 0, there exists Fo C I'
finite subset such that > .\ 7 |zs|? < 2. Thus, for every finite subset

F C T such that Fy C F, we have ||z — 2|3 = D osel\F 25| < €2

The notation z = ) . 2sAs behaves well with respect to taking the adjoint
and multiplication.

Proposition 5. Let x = ) . xsAs (resp. y = >, yeAe) be the Fourier
expansion of x € L(T") (resp. y € L(T")). Then we have

o oF =Y 1 To s
o vy =Y (Xier Tsys—14) M, with Y cp Tsys—1; € C for all t €T,
by Cauchy-Schwarz inequality.
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Proof. For the first item, observe that
(2%)s = T(2"N5) = 7(A\sz) = T(2\Ey) =T 7.
For the second item, observe that using Cauchy-Schwarz inequality, we have

(wy)e = T(2yA}) = Y _asm(AyA)) = Y @sT(yXion) = ) 2sysry. O

sel sel sel

Thanks to the Fourier expansion, we can compute the center Z(L(T")) of
the group von Neumann algebra. We say that I' is icc (infinite conjugacy
classes) if for every s € '\ {e}, the conjugacy class {tst~! : t € I'} is infinite.

Proposition 6. We have x =) . xs\s € Z(L(I)) if and only if x,5-1 =
xs for all s,t € T'. In particular, L(T") is a factor if and only if T is icc.
Thus, L(T") is a 11y factor whenever T' is infinite and icc.

Proof. We have

x = sz)\s € Z(IL(T)) & Nz =x,Vs e
sel
S Tygy—1 = Tg, Vs, t €T

If T is icc and x € Z(L(T)), since (z45-1); € £2(T), for all s € T, it follows
that 3 =0 for all s € T"\ {e}. Hence Z(L(I")) = C.

If T is not icc, then F' = {tst~! : ¢ € I'} is finite for some s € '\ {e¢}. Then
2oner A € Z(LM)\ C. a

Example 1. Here are a few examples of icc groups: the subgroup S, <
S(IN) of finitely supported permutations; the free groups F,, for n > 2; the
lattices PSL(n, Z) for n > 2.

Hence Proposition [6] provides many examples of II; factors arising from
countable discrete groups.

Exercise 1. Let T = [Tit]ster € B(6?(T)), with Ty = (T, d5). Show that
T € L(T) if and only if T is constant down the diagonals, that is, Ts; = Tyn
whenever st~! = gh~1.

Example 2. Assume that I' is abelian. Then the dual Tis a compact
second countable abelian group. Write F : ¢2(I) — L2(T, Haar) for the
Fourier transform which is defined by F(ds)(x) = (s, x). Observe that F is
a unitary operator. We then get

L>(T) = FL(I)F".
LECTURE 2

In the second lecture, we study Murray-von Neumann’s group measure space
construction and we introduce the central concept of Cartan subalgebra.
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Murray-von Neumann’s group measure space construction. Let
I' ~ (X,u) be a probability measure preserving (pmp) action. Define
the action o : I' ~ L®(X) by (os(F))(z) = F(s'x), VF € L®(X).
This action extends to a unitary representation o : I' — U(L?*(X)). Put
H =1*X)® (). Put us = 05 ® A for all s € I'. Observe that by Fell’s
absorption principle, the representation I' — U(H) : s +— us is unitarily
conjugate to a multiple of the left regular representation. We will identify
FelL®(X)with FoleL¥X)®1.

We have the following covariance relation:
usFuy = o4(F),VF € L™(X),Vs € T.

Definition 5 (Murray, von Neumann). The group measure space construc-
tion L>°(X) x I" is defined as the weak closure of the linear span of {Fu, :
FelL*(X),seTl}.

Put M = L*°(X) x I'. Define the unital faithful s-representation m :
L>®(X) — B(H) by n(F)(§{ ® 6;) = 04(F)& ® 0;. Denote by N the von
Neumann algebra acting on H generated by w(L°>°(X)) and (1® p)(T). It is
straightforward to check that M C N'.

Proposition 7. The vector state 7 : M — C defined by 7(x) = (z(1x ®
de), 1x ® O is a faithful normal trace. Moreover we have M = N'.

Proof. 1t is clear that 7 is normal. We moreover have

T(Fus Guy) = 7(Fos(G)ust)
— 5st,e/XF('T)G(S_1:L‘)d'u(‘r)
:(Sst,e/XF(SIL’)G(x)d/L(l’)

= T g T
= e [ GE@PU ) duta)
= T(Gdt(F)uts)

= 7(Guy Fuy).

It follows that 7 is a trace on M. Assume that 7(b*b) = 0, that is, b(1x ®
de) =0. For all s € I" and all F' € L*(X), we have

b(F @ 6) = b1 (F)(1© pr)(1x @ 4,)
=7(op-1(F))(1® pp-1)b(1x ® de) = 0.
It follows that b = 0. Hence 7 is faithful.

We will identify L?(M) with L?(X) ® ¢%(T) via the unitary mapping Fu
F ® 6s. Under this identification, the conjugation J : L?(M) — L*(M) is
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defined by J(§ ® §5) = 04-1(£*) ® d4—1. For all FF € L>(X) and all s € T,
we have

J(os @ Ns)J =1® ps
J(F®1)J=mn(F)".
Therefore, we get M = N'. O

Observe that when the probability space X = {e} is a point, then the group
von Neumann algebra and the group measure space construction coincide,
that is, L (X) x I' = L(T).

Let I' ~ (X, ) be a pmp action. Put A = L*(X) and M = L>*(X) x I'.
Recall that we may regard M C B(L?(X)®¢%(T)). Let w € B(£3(I")) be the
normal vector state defined by w = (-0, ). For all T € B(L*(X) ® £3(T)),
denote by (id®@w)(T) the unique bounded operator on L?(X) which satisfies

((d@w)(T)n) = (T(§ ®de),n @ de)

for all £&,7 € L*(X). One checks that the map B(L*(X) ® ¢2(I')) > T +
(id ® w)(T) € B(L?(X)) is bounded linear positive and normal.

Proposition 8 (Conditional expectation). Define E(b) = (id®@w)(b) for all
be M. We have E(au;) = 0 ca for all a € A and all t € I'. Therefore E
takes values in A C B(L*(X)). Moreover E : M — A satisfies the following
properties:

e E: M — A is faithful, that is, for all b € M such that E(b*b) = 0
then b = 0.

e E(ajbag) = a1 E(b)as for all ay,as € A and all b € M.

o 7(E(b)) = 7(b) for allb e M.

Proof. For all ¢,n € L?(X,p), all t € T and all a € A, we have
<E(aut)£7 7’> = <(a0t ® At)(g & 66)7 n X 5€> = <CLO't§, 77> <)‘t567 66> = 5t,€<a£7 77>

Therefore, we have E(au;) = ¢ ca. The rest is routine to check and left to
the reader. 0

The map F : M — A is called the conditional expectation from M onto A.
We will encounter a much more general phenomenon in the third lecture.
From now on, we will denote it by F4 : M — A. It is easy to see that
E4: M — A is the unique trace preserving conditional expectation. We
will denote by e4 : L2(M) — L2(A) the orthogonal projection. It moreover
satisfies -
eA(a) = A(a) and egqaeq = EA(CL)BA,VCL € M.

Proposition 9 (Fourier expansion). Let I' ~ (X, u) be a pmp action. Let
A =L"X) and M = L*=(X) xI". Every a € M has a unique Fourier
expansion of the form a =) asus with a; = Ex(au}). The convergence
holds for the || - ||a-norm. Moreover, we have the following:
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o a* =) ros1(a})us.
o llall5 = X er llasl3-
e ab = Zter (ZSEF asas(bs_1t)) Us.

Proof. Define the unitary mapping U : L2(M) — L*(X) ® ¢*(T) by the
formula U(aus) = a ® ds. Then UlU* = 1x ® 5, is a cyclic separating
vector for M represented on the Hilbert space L?(X) ® £2(I"). We identify
L2(M) with L?(X) ® ¢2(I'). Under this identification e4 is the orthogonal
projection L2(X)®/2(T") — L2(X)®Cd,. Moreover usequ’ is the orthogonal
projection L?(X) ® £2(I') — L*(X) ® C6, and thus Y, puseau’ = 1. Let
a € M. Regarding a(lx ® 6.) € L*(X) ® £2(T"), we know that there exists
as € L?(X) such that

a(lx ®de) = Zas ® 05 and ||a”% = Z ||a5||%.

sel’ sel’
Then we have

as ®0s = usequsa(lx @ de)
= wusequraes(ly ® de)
= usEy(uia)(lxy ® d¢)
= Fa(au) ® 0.
It follows that as = Ea(au}). Therefore, we have a = > E4(au})us and

the convergence holds for the [|-||2-norm. Moreover, [lall3 = > . [[Ea(auf)|3.
The rest of the proof is left to the reader. O

Warning. Like in the group case, the sum a = ) __ asus does not con-

sel’
verge in general for any of the operator topologies on B(L?(X) ® ¢2(T)).

Definition 6. Let I' ~ (X, ) be a pmp action.

e We say that the action is (essentially) freeif u({x € X : st = x}) =0
for all s € I"\ {e}.

e We say that the action is ergodic if every I'-invariant measurable
subset U C X has measure 0 or 1.

Lemma 2. Let T ~ (X, ) be a pmp action and denote by o : T — L?(X)°
the corresponding Koopman representation where L?(X)? = L?(X) © Clx.
The following are equivalent:

(1) The action T ~ (X, ) is ergodic.
(2) The Koopman representation o — U(L*(X)°) has no nonzero in-
variant vectors.

Proof. (1) = (2) Let ¢ € L2(X)? such that o,(£) = ¢ for all s € T'. For every
non-negative real number y, define U, = {z € X : |{(z)|*> > y}. It follows
that U, is I'-invariant for all y > 0 and thus p(Uy) = 0,1 by ergodicity.
Since the fonction y + u(U,) is decreasing and since £ € L?(X), there exists
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yo such that p(U,) = 0 for all y > yo. Therefore |¢(z)|*> = yo for almost
every x € X. Since £ € L?(X)°, we get yo = 0 and so £ = 0.

(2) = (1) Let U C X be a I'-invariant measurable subset. Put £ = 1y —
w(U)1x € L*(X)% Since 04(¢) = € for all s € T, we get £ = 0 and so
1y = u(U)1x. Hence pu(U) =0, 1. O

Example 3. Here are a few examples of pmp free ergodic actions I' ~
(X, w).

(1) Bernoulli actions. Let I' be an infinite group and (Y,7) a non-
trivial probability space, that is, 77 is not a Dirac point mass. Put
(X, 1) = (YT, 20, Consider the Bernoulli action I' ~ Y defined
by

S (yt)ter = (ys—lt)tel"~

Then the Bernoulli action is pmp free and mixing, so in particular
ergodic.

(2) Profinite actions. Let I' be an infinite residually finite group
together with a decreasing chain of finite index normal subgroups
I',, < T such that Ty = I and NuenD'y, = {e}. Then for all n > 1,
the action I' ~ (I'/T'y,, i) is transitive and preserves the normalized
counting measure p,. Consider the profinite action defined as the
projective limit

T~ (G, ) = lmT A (0T, o).

Then I' sits as a dense subgroup of the compact group G which is
the profinite completion of I' with respect to the decreasing chain
(T'y)nen. Observe that p is the unique Haar probability measure on
G. The profinite action is pmp free and ergodic.

(3) Actions on tori. Let n > 2. Consider the action SL(n,Z) ~
(T™, A\,) where T = R"/Z" is the n-torus and A, is the unique
Haar probability measure. This action is pmp free and ergodic.

We always assume that (X, p) is a standard probability space. In particular,
X is countably separated in the sense that there exists a sequence of Borel
subsets V;, C X such that J,, V,, = X, u(V,,) > 0 for all n € N and with the
property that whenever z,y € X and x # y, there exists n € N for which
x€V,and y ¢ V,.

Proposition 10. Let I' ~ (X, u) be a pmp action. Put A = L>(X) and
M =L®(X) x I

(1) The action is free if and only if A C M is mazximal abelian, that is,
A'NM=A.

(2) Under the assumption that the action is free, the action is ergodic if
and only if M is a factor.



AN INVITATION TO VON NEUMANN ALGEBRAS 13

Proof. (1) Assume that the action is free. Let b € A’ N M and write b =
> ser bsus for its Fourier expansion. Then for all a € Aand all s €T, we
have abs = o4(a)bs. Fix s € T'\ {e} and put Us = {x € X : bs(x) # 0, sz #
x}. We have 1y,a = 1y,05(a) for all a € A.

By assumption, we have Us = Us N (UJ,, Va N s(Vi)¢). So, if u(Us) > 0, there
exists n € N such that p(Us NV, Ns(V,,)¢) > 0. With a = 1y,, we get
lu.nv, = ly,ns(v,) and thus 1y v, qgv;,)e = 0, which is a contradiction.
Therefore, 1(Us) = 0. Since the action is moreover free, we get bs = 0. This
implies that b € A.

Conversely, assume that A’N M = A. For all s € T'\ {e}, put as =
1{zex:sa=z}- We have asus € A'N M = A. Hence asus = Ea(asus) = 0 and
so ag = 0. Therefore pu({z € X : st = x}) = 0.

(2) Under the assumption that the action is free, we have Z(M) = M'NM =
M'N A = AU, Therefore, the action is ergodic if and only if Z(M) = C. O

Cartan subalgebra.

Definition 7. Let (M, 7) be a tracial von Neumann algebra. We say that
A C M is a Cartan subalgebra if A is maximal abelian in M, that is, A’'NM =
A and if the group Ny (A) = {u e U(M) : uAu* = A} generates M.

When I' ~ (X, p) is a free pmp action, L*°(X) € L*(X) x I' is a Cartan
subalgebra by Proposition We will be using the following ergodicity
result.

Theorem 4. Let A be a Cartan subalgebra in o 11y factor M. Then for all
projections p,q € A such that T(p) = 7(q), there exists u € Nas(A) such that
upu® = q.

Proof. Put G = Nj(A). Let p,¢ € A be nonzero projections such that
7(p) = 7(q). We start by proving the following.

Claim. Then there exists u € G and nonzero projections pg, gy € A such
that po < p, go < ¢ and upou™ = qo.

Since G” is a factor and p # 0, we have \/ s upu* = 1. Since q # 0, there
exists u € G such that upu™ A g # 0. Letting qo = upu* A ¢ and pg = u*qou,
the claim is proven.

By Zorn’s Lemma, choose a maximal family (p;, ¢;) with respect to inclusion
of pairwise orthogonal projections p; € Ap and pairwise orthogonal projec-
tions ¢; € Agq such that for all 7 there exists u; € G which satisfies ¢; = w;p;u;.
By maximality and using the Claim, we have that >, p; =pand ), ¢; = ¢.
Put v = Y ,u;p; € M and observe that v is partial isometry in M such
that vApv* = Aq. Likewise, we get a partial isometry w € M such that
wAptw* = Agt. Letting v = v + w, we have v € G and upu* = q. O
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LECTURE 3

In the third lecture, we introduce several tools which are very useful in the
structure and classification of II; factors. These include Connes’s theory of
bimodules, Jones’s basic construction and Popa’s intertwining techniques.

Connes’s theory of bimodules. The discovery of the appropriate notion
of representations for von Neumann algebras, as so-called correspondences
or bimodules, is due to Connes. Whenever M is a von Neumann algebra, we
denote by M°P the opposite von Neumann algebra.

Definition 8. Let M, N be tracial von Neumann algebras. A Hilbert space
‘H is said to be an M-N-bimodule if it comes equipped with two commuting

normal x-representations A : M — B(#) and p : N°° — B(H). We shall
intuitively write

x€y = Mx)p(y®)E, V€ € H, Vo € M,Vy € N.

We will sometimes denote by 7y : M ®a, N°° — B(H) the unital *-
representation associated with the M-N-bimodule structure on H.

Example 4. The following are important examples of bimodules:

(1) The identity bimodule L?(M) with =&y = z Jy*JE.

(2) The coarse bimodule L2(M) ® L%(N) with z(¢ ® n)y = (x£) ® (ny).

(3) For any 7-preserving automorphism 6 € Aut(M), we regard LZ(M)
with the following M-M-bimodule structure: x{y = x£6(y).

We will say that two M-N-bimodules j;Hy and 3/ are isomorphic and
write pyH N = K if there exists a unitary mapping U : H — K such that

U(z€y) = z2U(&)y, Y€ € H,Vx € M,Vy € N.

We now describe Connes’s fusion tensor product for Hilbert bimodules. Let
M, N, P be any tracial von Neumann algebras, H any M-N-bimodule and
K any N-P-bimodule. Denote by Ho C H the subspace of right N-bounded
vectors, that is,

Ho={a€H:3c>0,Vy e N,l|ay| <clyl}

Whenever a € Hg, we denote by L, : L?(N) — H : y — ay the correspond-
ing bounded operator. Observe that for all a,b € Hy, we have

LiL, € (JNJ) NnB(L*(N)) = N.

Observe that Hg is dense in H. Indeed, for every { € H, denote by T €
LY(M,7) the unique element such that (£y,&) = T(Tey) for all y € N.
Regarding T¢ as a closed summable operator affiliated with N, we may
take the spectral decomposition of T¢ and find an increasing sequence of
projection e, € N such that e, € Hy and e, — &.
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The separation/completion of H®,1g £ with respect to the sesquilinear form

<CL ® ga b® 77> = <L2La£a 77>IC
is denoted by H ®n K. The image of a @1 € Ho ®ag K in H @y K is simply
denoted by a ®n &. The M-P-bimodule structure on H @y K is given by
z(a®n &)y = ra @y &y, Vo € M,Vy € P.

Exercise 2 (Associativity). Let M, N, P,Q be any tracial von Neumann
algebras and y/Kn, nKp, pLg bimodules. Show that as M-Q-bimodules,
we have

M(HONK)@p L)g = u(H N (K@p L))o

Like for unitary group representations, we can define a notion of weak con-
tainment of Hilbert bimodules. Let M, N be any tracial von Neumann alge-
bras and j;Hy, ¢/ Cn any bimodules. Consider the unital x-representations
Tt M Rag NP — B(H) and ¢ : M @1 NP — B(K).

Definition 9 (Weak containment). We say that H is weakly contained in
K and write H Cyeak K if [|m(T)|| < ||mic(T)|| for all T € M @415 NOP.

Let m : I' — U(K,) be a unitary representation of a countable discrete
group I'. Put M = L(T") and denote by (us)ser the canonical unitaries in
M. Define on H(n) = K, ® £2(T) the following M-M-bimodule structure.
For all £ € K and all s,t € I, define

Us (5 ® 6t) = 7Ts€ & 5st

(5 X 6t) Us = f@ 5t8'
It is clear that the right multiplication extends to the whole von Neumann
algebra M. Observe now that the unitary representations 7@\ and 1x_ ® A
are unitarily conjugate. Indeed, define U : K, ® £*(T') — K, ® £*(T) by

U(€ ®6;) = ml @ 6.

It is routine to check that U is a unitary and U(lx, ® As)U* = 75 @ A, for
every s € I'. Therefore, the left multiplication extends to M. Denote by
Ir : I' = U(C) the trivial representation.

Proposition 11 (Representations and Bimodules). The formulae above en-
dow the Hilbert space H(m) = K, @¢*(T') with a structure of M-M -bimodule.
Moreover, we have the following:

(1) MH(lp)M = ML2(M)M and MH()\F)M = M(L2(M) &® Lz(M))M.
(2) For all unitary T'-representations w1 and 7o such that m Cyeak T2,
we have

MH(T1) M Ceak MH(72) M-
(3) Whenever m and wo are unitary I'-representations, we have

MH(m @ mo)ar = p(H(me) @ H(mw2))wr

Proof. The proof is left as an exercise. O
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Jones’s basic construction. Throughout this section, we will denote by
M a tracial von Neumann algebra with a distinguished faithful normal trace
7. Let B C M be a unital von Neumann subalgebra. We always endow B
with the restricted trace, that is, 7p = 7|B.

Proposition 12. There exists a unique trace-preserving conditional expec-
tation Eg : M — B.

Proof. Denote by ep : L*(M) — L?(B) the orthogonal projection. Let
x € M. Then we have

les(@)b]l = lles(@b)|| = llep(xb)|| < |lxb]] = [lzbllz < [[z[|oo][b]]2-
It follows that ep(7) € B(L?*(B)). Since we moreover have eg(z) € JBJ',

we get eg(Z) € B. The mapping Ep : M — B : © — ep(7) is the conditional
expectation. The rest of the proof is left to the reader. O

The basic construction (M, ep) is the von Neumann subalgebra of B(L?(M))
generated by M and the projection ep. Observe that Jeg = epJ and
eprep = Ep(x)ep for all x € M.

Proposition 13. The following are true.

(1) (M, ep) = (JBJY N BLA(M)).

(2) The central support of eg in (M,ep) equals 1. In particular, the
x-subalgebra generated by MegM is strongly dense in (M, ep).

(3) The conditional expectation Ep : M — B extends to (M,ep) by the
formula egrep = Ep(x)ep.

(4) (M, ep) is endowed with a semifinite faithful normal trace defined by

Tr(zepy) = 7(zy), Vo, y € M.
Proof. (1) For € B, we clearly have 2L.?(B) c L?(B) and zL?(B)*+ C
L?(B)*, hence zep = egz. If x € M N {eg}’, then
Ep(z)1 = ep(z1) = epal = zep(1) = 1.
Therefore x = Ep(z) € B. It follows that B = M N {ep}’. Thus,
(JBJ) = JB'J = (JM'J,JegJ) = (M, ep).

(2) The map B 5 x — zep € Bep is a *-isomorphism. Indeed, if zep = 0,
then xn = 0, for every € L?(B). Since x € B, it follows that z = 0.
Denote by z(ep) the central support of ep in B’. Then z(ep) € B and
z(ep)ep = ep. Hence z(eg) = 1. Thus the central support of eg = JepJ
in JB'J is equal to 1. It is clear that Z = span(MegM) is a *-subalgebra

of (M,ep) and a two-sided ideal of the *-algebra generated by M and ep.
Thus 7 is a strongly closed two-sided ideal of (M, ep). Moreover

TL2(M) = MegL*(M) = ML*(B) > M1.

Since Z acts non-degenerately, we get Z = (M, ep).
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(3) We have that ep(span(MepM))egp C Bep. Since span(MegM) is
strongly dense in (M, ep), it follows that eg(M,ep)ep = Bep. For all
T € (M,ep), denote by ®5(T") the unique element of B such that egTep =
®p(T)ep. Then ®p : (M,ep) — B is a conditional expectation which
extends Eg : M — B.

(4) Since ep has central support 1 in (M, ep), one can find partial isometries
v;(M, ep) such that viv; < ep and ), v;v} = 1. It follows that

B vil?(B) = L*(M).

i

Define the following normal weight Tr on (M, ep) by
Tr(z) = Z(mv{l\, vil), Ve € (M, ep),.

i
Assume that Tr(z*z) = 0. Then zv;1 = 0, for every i. For every b € B, we
have R R R

zv;b1 = zv; Jb*J1 = Jb* Jxv;1 = 0.

Therefore x = 0 and Tr is faithful. For every =,y € M, we have

Tr(zepy) = ) (repyvil,vil) =) (epyviesl,epr™viepl)

7 %
-~

= Z(Eg(yvi)eg/l\, Ep(z*v;))egl) = ZT(EB(JU*Ui)*EB(in))
= ZT(EB(UZ‘?J*)*EB(U?%)) = Z<EB(UE%)€BT7 Ep(vjy*)epl)

= > (epvizepl, epviy*esl) = > (vwizl,y*l)

7 7

= (Y wifel,y'D) = a1,y°T) = 7(ya) = (ay).

7

We get that Tr is semifinite since span(MegM) is a strongly dense *-
subalgebra in (M, ep). For every z,y,z,t € (M, ep), we have

Tr(zepy zept) = Tr(zEp(yz)ept) = m(zEp(y2)t)
= 7(EB(yz)Ep(tr)) = 7(2Ep(tz)y)
= Tr(zEg(tx)epy) = Tr(zept xepy).
Thus Tr is a trace. This completes the proof. O

It follows from the previous proposition that
(M,ep) ={T € B(L*(M)) : T(¢b) = T(£)b, V& € L*(M), Vb € B}.

Let Hp be a right B-submodule of L?(M)p. Write Py : L?(M) — H for
the orthogonal projection. It is clear that Py € (M, ep). We define the von
Neumann dimension of Hp by dim(Hp) = Tr(Py).

We will need the following useful fact.
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Proposition 14. Let (N,Tr) be a semifinite von Neumann algebra. Let
C C N be a o-weakly closed subset which is bounded for both the uniform
norm || - |lo and the L% -norm || - |a . Write = : C — L*(N,Tr) for the

canonical inclusion. Then C is a weakly closed subset of L*(N, Tr).

Proof. Let ¢ € L2(N,Tr) and z,, € C a net such that lim,(Z, — &,7) = 0
for all n € L2(N,Tr). Since C is uniformly bounded and o-weakly closed,

passing to a subnet, we may assume that there exists x € C such that z,, — =
for the o-WOT.

Since (N, Tr) is semifinite, choose an increasing sequence of projections py
such that limg pr = 1 for the SOT and Tr(pg) < co. Observe that the image
of U peNpi under - is L?-dense in L?(N,Tr). Moreover, for every k € N
and every y € N, we have

lim (% — Z, prype)r2 = Hm Tr(pry pr(z — zn))
= li111n Tr(y*pr(z — xn)pk)

= lim((z — 2n)Pk, P¥)12 = 0.

This implies that 2,, — Z weakly in L?(N,Tr) and so ¢ = Z. This shows
that C is weakly closed in L?(N, Tr). O

Popa’s intertwining techniques. The aim of this section is to prove the
following powerful method to intertwine subalgebras in a given tracial von
Neumann algebra (M, 7).

Theorem 5 (Popa). Let (M,7) be a tracial von Neumann algebra. Let
AC1aM1y and B C 1gM1p be von Neumann subalgebras. The following
are equivalent:

(1) There exist projections p € A, ¢ € B, a nonzero partial isometry
v € pMq and a unital normal x-homomorphism 0 : pAp — qBq such
that zv = 6(x)v for every x € pAp.

(2) There is no net of unitaries wy, € U(A) such that lim,, | Eg(z*wpy)||2 =
0 for all z,y € 14M1p.

Proof. To simplify the notation, we will assume that A, B C M are unital
von Neumann subalgebras, that is, 14 =15 = 1.

(1) = (2) By approximating the central support of p € A, we may choose
partial isometries uq,...,u; € A such that uju; < p and Zle uu; =z €
Z(A). Define the normal x-homomorphism O : Az — My (¢Bgq) by O(x) =
[0(ufzuj)]i; and the partial isometry V = [ujv---uxv] € My (C) @ pMg.
We have 2V = VO(x) for all z € Az.
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Observe that O(z) = Diag(f(u u;)) and V*V = Diag(v*ufuiv) < O(z).
Then for every w € U(A), we get

[Eoan(V V)2 = [[Ega)(VV)O(w2)||2
= [|Boan) (VVO(w2))|l2
= [[Eg(az)(VwV)]2.

If there would exist a net w, € U(A) such that lim, ||Eg(z*wyy)|2 = 0
for all z,y € M, then we would have lim, ||Eg(4.)(V*w,V)|l2 = 0 and so
Eg(az)(V*V) = 0. This is impossible since V' # 0.

(2) = (1) There exist € > 0 and a finite subset F C M such that

> IEs(@ wy)|l3 > >

z,yeF
for all w € U(A). Put d = Y rxepzx* € (M,ep);. We have Tr(d) =
Y wer T(xz*) < 00. Moreover, for all w € U(A), we have

Z(w*dw@, §>L2(M) = Z (wzepz wy, @L? (M) = Z |EB(z wy)”Z > e’
yeF z,yeF T, yeF

Denote by C the o-weak closure of the convex hull of {w*dw : w € U(A)}.
We get that 0 ¢ C. Since C can be regarded as a closed bounded convex
subset of L2((M, ep), Tr) (see Proposition [14)), denote by ¢ € C the unique
circumcenter of C. Since w*Cw = C, we get w*cw = ¢ for all w € U(A).
Thus, we get ¢ € A'N (M, ep)+ with 0 < Tr(c) < oo.

Define the nonzero spectral projection e = 1p¢/2,1cjj(c) € A" N (M, ep)+.

Since 1< He < ce, we have Tr(e) < co. Let H = eL?(M). Then sHp is
a nonzero A-B-subbimodule of 4L?*(M)p such that dim(Hp) = Tr(e) <
oco. Then there exist a nonzero projection p € A and a nonzero pAp-B-

subbimodule K C pH such that K is isomorphic as a right B-module to a
right B-submodule of L?(B)3p.

Denote by V : Kp — L?(B)p the corresponding right B-bimodular isometry.
Let z € pAp. Since VaV* commutes with the right B-action on L%(B), we
have VaxV* € ¢Bq where ¢ = VV*. Therefore 6 : pAp — qBq defined by
0(x) = V&V* is a unital normal *-homomorphism. Put & = V*1 € K. We
have £ # 0 since V¢ = VvV = q # 0. Moreover, for all z € pAp, we have

2 = 2V*1 = V*0(2)1 = V*10(z) = £0(x).
Since K C L2(M), we may regard ¢ as a square summable closed operator
affiliated with M. Write £ = v|{| for the polar decomposition of £&. We have

that v € pMgq, v # 0 and |{] is a positive square summable closed operator
affiliated with M. For all u € U(pAp), we have

€17 = (u€)* (u€) = (£0(u)" (§0(u)) = O(u)"[€[*0 ().
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It follows that || is affiliated with 8(pAp)' N ¢Mq. Moreover, for all u €
U(pAp), we have

wol§] = ug = £0(u) = v|0(u) = v0(u)f(u)*[£]0(u) = vO(u)E].
It follows that zv = vf(zx) for all x € pAp. O

If one of the equivalent conditions of Theorem [5] is satisfied, we say that A
embeds into B inside M and denote A <, B.

Exercise 3. Let ' ~ (X,pu) be a pmp action. Put B = L*°(X) and
M =B xTI. Let A C M be a von Neumann subalgebra. Show that the
following are equivalent:

(1) AZu B
(2) There exists a net wy, € U(A) such that lim, ||Ep(wyul)|l2 = 0 for
all seT.

In the case when A, B C M are Cartan subalgebras, we can upgrade the
previous result in order to obtain a genuine conjugation by a unitary. We
first prove a technical result.

Lemma 3. Let A C M be a mazimal abelian subalgebra of a tracial von
Neumann algebra. For every projection q € M, there exists a partial isom-
etry u € M such that v*u € A and uu* = q.

Proof. Let ¢ € M be a nonzero projection. We start by proving that there
exists a nonzero projection p € A and a partial isometry u € M such
that u*u = p and wu* < ¢q. Observe that Z(M) C A C M. Denote by
ctr: M — Z(M) the center valued trace.

Since ¢ # 0 and up to cutting down by a nonzero spectral projection of the
form 1 1j(ctr(q)) € Z(M), we may assume that there exists € > 0 such that
ctr(q) > €. There are two cases to consider.

e Assume that Z(M )z = Az for some nonzero projection z € A. Then
we have Az = zMz and so z is an abelian projection. Since ¢ has
central support equal to 1, there exists u € M such that u*u = 2
and uu* = q.

e Assume that Z(M)z # Az for every nonzero projection z € A.
Then by Rohlin’s classification of pmp factor maps, there exists a
trace preserving s-isomorphism 0 : A — Z(M) ® L(Z) such that
0(z) = z® 1 for all z € Z(M). Choose a projection s € L(Z) of
trace € and put p = 071(1® s) € A. Then ctr(p) = ¢ < ctr(g). This
implies that there exists a partial isometry w € M such that v*u = p
and uu* < gq.

By Zorn’s Lemma, choose a maximal family (p;, g;) with respect to inclusion
of pairwise orthogonal projections p; € A and pairwise orthogonal projec-
tions ¢; < g such that for all ¢ there exists a partial isometry u; € M which
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satisfies p; = w;u; and ¢; = u;u;. The previous paragraph together with the
maximality assumption show that ¢ = ), ¢;. Letting p = > . p; € A and
uw=7y . u; € M, we get p=u*u and ¢ = uu*. O

Theorem 6 (Popa). Let A, B C M be Cartan subalgebras in a 11} factor.
The following conditions are equivalent:

(1) A=y B.
(2) There exists u € U(M) such that uvAu* = B.

Proof. We only need to show that (1) = (2). Let p € A, ¢ € B be pro-
jections, v € pMq a non zero partial isometry and 6 : Ap — Bg a unital
normal *-homomorphism such that xv = vf(z) for all x € Ap. Observe that
vo* € (Ap)' NpMp = Ap and v*v € 8(Ap)' NgMgq. Since Bq C 0(Ap) NgMgq
is maximal abelian, there exists u € (Ap)’ N g¢Mq such that uu* = v*v and
u*u € Bq by Lemma [3| Put w = vu. We then have ww* = vuu*v* = vo*,
w*w = u*v*vu = u*u € Bq and zw = wh(x) for all z € Ap. Therefore, we
may assume that v*v = ¢ and vv* = p. We have v*Av C Bq. Since A is
maximal abelian, we have Bqg C v*Av and thus v*Av = Bg.

Next, we may shrink p so that 7(p) = 1/n. Since M is a II; factor and
A, B C M are both Cartan subalgebras, by Theorem 4] we may choose
partial isometries u;,v; € M such that for all 1 < ¢ < n, we have p = uju;,
wiul € A, ufAu; = Aufug, D0 wul =1, up = p and ¢ = vjv;, vivl € B,
vfBv; = Bufvi, Yy i vivf =1, v; = q. Define u = >, viv*uf € U(M).
We obtain uAu* = B. O

LECTURE 4

In the final lecture, we prove Connes’s characterization of amenable tracial
von Neumann algebras.

Preliminaries. For an inclusion of von Neumann algebra M C N, we say
that a state ¢ € N* is M-central if p(zT) = p(Tz) for all z € M and
all T € N. We will be using the following notation: for all x € M, put
T = (z°P)* € M°P.

Regarding M ®,, M°? € B(L*(M) ® L?(M)), we will denote by || - ||min the
operator norm on M ®,; M°P induced by B(L*(M) @ L*(M)). It is called
the minimal tensor norm.

Let H be a separable Hilbert space. For every p > 1, define the pth-Schatten
class Sp(H) by
Sp(H) ={T € B(H) : Tr(|T'|?) < o0}.

It is a Banach space with norm given by ||T||, = Tr(|T|?)"/P. Observe that
S1(H) is the space of trace-class operators and Sa(H) is the (Hilbert) space
of Hilbert-Schmidt operators. It is also denoted by HS(H).
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Let M be a finite von Neumann algebra with a distinguished faithful normal
trace 7. Observe that the unitary U : HS(L?(M)) — L*(M)®L?(M) defined
by U((-,n)§) = £ ® Jn is an M-M-bimodule isomorphism.

We will be using the following technical results.

Lemma 4. Let A be a unital C*-algebra, v € U(A) and w € A* a state.
Then we have

max{|w — w(u)|, [l = w(w )], lw - wo Ad(u)|[} <221 —w(u)].

Proof. Let (7, Hu, &) the GNS representation associated with the state w
on A. Then w(a) = (m,(a)&,, &) for all a € A. We have

lw = w(u) < 16w = mo(w) ull < V201 = Rw(w)) < V2L - w(u)].
Likewise, we get [|w — w(u-)|| < v/2|1 — w(u)|. Moreover, we have
lw = w o Ad(u)]| < 2[|€w — Mo (u) &l < 2v/2[1 = w(u)|. O

The previous lemma implies in particular that when w(u) = 1, then
w=w(u") =w(u)=woAd(u).

Lemma 5 (Powers-Stgrmer Inequality). Let H be a Hilbert space and S, T €
Sa2(H) 4. Then we have

IS =713 < 15% = Tl < IS = Tl2]|S + Tl2-

Before starting the proof, we make the following observations:

e Whenever A, B € B(H) have finite rank and if we write AB =
U|AB| for the polar decomposition, by the Cauchy-Schwarz Inequal-
ity, we have

IAB1 = Tr(|AB) = Tr(U"AB) < U™ All2[|Bll2 < [[All2[| B2

e Whenever A,B € B(H); and A or B has finite rank, we have
Tr(AB) > 0. Indeed, without loss of generality, we may assume
that B has finite rank and we write B = > " Ai(-,&)&. Then
AB = Z?:l )\z<7£z> Afl and SO TI‘(AB) = Z?:l )\’L<A§M€Z> 2 0

Proof. First observe that using the Spectral Theorem, we may assume that
S, T have both finite rank and still satisfy 5,7 > 0.

The identity
S? —T?% = %((S+T)(S—T) +(S—=T)(S+T))

together with the first observation give the right inequality.
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Put p = 1jg o0y (S — T'). We have (S —T)p > 0 and (T — S)pt > 0. Then
using the previous identity together with the second observation twice, we
have

< Tr(|S? - T2|p + |T? — S?|p™)
= Tr(|S% - T?|) = ||S* — T?||;. O

Connes’s theorem. This section is devoted to proving Connes’s charac-
terization of amenability for tracial von Neumann algebras.

Definition 10. Let (M, 7) be a tracial von Neumann algebra with separable
predual. We say that M is amenable if there exists an M-central state ¢ €
B(L?(M)) such that o|M = 7. We say that M is hyperfinite if there exists
an increasing sequence of unital finite dimensional *-subalgebras Q,, C M

such that M =/, Qn.

Theorem 7 (Connes). Let (M,7) be a tracial von Neumann algebra with
separable predual. The following are equivalent:

(1) There exists a conditional expectation E : B(L?(M)) — M.
(2) There exists an M -central state o on B(L?(M)) such that o|M = .
(3) There exists a net of unit vectors &, € L2(M) @ L2(M) such that
limy, [|2&, — &uxll2 = 0 and limy, (2, &,) = 7(x) for all x € M.
(4) MLZ(M)M Cweak M(LQ(M) ® L2<M))M
(5) For all ay,...,ak,b1,...,bp € M, we have
k k
(Y ab)l < 1Y a5 @ b lin-
i=1 i=1
(6) M is hyperfinite.

Whenever M = L(T") is the von Neumann algebra of a countable discrete
group, the previous conditions are equivalent to:

(7) T' is amenable.

Proof. We show that (1) & (2) & (3) & (4) < (5) < (7) and (6) = (1).
The proof of (1) = (6) is beyond the scope of these notes.
(1)= (2) Put p=710 E.

(2) = (3) and (1) Let ¢ be an M-central state on B(L?(M)). Since the set of
normal states is o(B(L2(M))*, B(L%(M)))-dense in the set of states, we may
choose a net of normal states (¢;);es on B(L?(M)) such that limy ¢;(T) =
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@(T) for all T € B(L?(M)). We get that ¢; o Ad(u) — ; — 0 with respect
to the o(B(L?(M))., B(L?(M)))-topology, for all u € U(M). Using Hahn-
Banach Theorem and up to replacing the net (¢;);jcs by a net (¢}, )rex where
each ¢ is equal to a finite convex combination of some of the ¢;’s, we may
assume that [|¢;0Ad(u)—p;|| = 0forallu € U(M). Forevery j € J,letT; €
S1(L%(M))4 be the unique trace-class operator such that ¢;(S) = Tr(T};5)
for all S € B(L?(M)). We get ||T}]1 = 1 and limy |[uTju* — Tj|lim = O
for all u € U(M). Put & = T}/* € Sy(L*(M)) and observe that [|;]2 = 1.
Since &; is a Hilbert-Schmidt operator, we may regard ¢; € L?(M) @ L?(M).
By the Powers-Stgrmer Inequality, we get limy [[u;u* — &j[l2 = 0 for all
u € U(M). Moreover, we have

liy(xfj,§j> = li? Tr(T)x) = li}n pj(x) = p(x) =71(x),Vr € M.

This proves (3). In order to show (1), let @ € M and T € B(L*(M)). Write
a = v|a| for the polar decomposition of a in M. Then we have

[p(aT)| = lp(la]/*Tvlal'/?)]
= |lim(|al"/*Tolal/*¢;, &;)]
= [ lim(Tela|'/2¢;,]a|'/%¢;)]
< lim sup ITv]al*/2;]| [l|al*/2;]
< T oo timsup flaf/%¢;
= | Tollalls.

Therefore the functional a + (aT) is bounded for the L!-norm and thus
there exists E(T") € M such that p(aT) = 7(aE(T)) for all @ € M and all
T € B(L*(M)). Then E : B(L?(M)) — M is a conditional expectation.

3) = (4) Let a1,...,a5,b1,...,bp € M and put T = Z§:1ai®bfp. Let
c¢,d € M. Then

k k
(T2 (T)6 )| = |73 daich)| = lin 1) daich; &, &)
=1

=1
k
=1im (D" a; &ucb;, d*&,)|
=1
< ez anyer2 ) (T)lloo im [[€ef| Tim [|d*&y||
= 1Tz (e an (Tllsollcll2]ld™||2-
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(4) = (5) Let a1,...,ak,b1,...,bp € M and put T = Zle a; ® b;®. Since
L2(M) ® L3(M) is a left M ® M°P-module, we have

k
72 ansr2an (Mllee = 11 @i ® b5 min.
i=1

Since by assumption, we have |[mp2()(T)lloe < [Tr2aner2(ar) (1), we
get,

k k
() aibi)l = [(m2n) (D)L D] < mgzan(Dllse < 1Y a5 @ 5P llmin.
i=1 i=1

(5) = (2) Denote by Q : M ®,1g M°? — C the || - ||min-bounded functional
such that Q(a ® b°?) = 7(ab). By the Hahn-Banach Theorem and since
M ®ug MP C B(L*(M) ® L?(M)), we may extend the functional Q to
B(L*(M) ® L?(M)) without increasing the norm of Q. We still denote this
extension by Q. Since ||| = 1 = Q(1), Q is a state on B(L*(M) ® L*(M)).
Since Q(u @ u) = T(uu*) =1 for all u € U(M), we have

QS(u@u)) = QS) = A(u®u)S)
for all S € B(L?(M) ® L%(M)) and all u € U(M) (see Lemma [4)).
(M

Put o(T) = QT ® 1°P) for all T € B(L*(M)). Observe that p(z) =
Q(z ® 1°P) = 7(x) for all z € M. Moreover, for all T € B(L?(M)) and
all u € U(M), we have
P(uT) = QT @ 1°7) = O((u e )(T @ u))
=Q(T@u®)(ueu)) =Q(Tu® 1°P)
= ¢o(Tu).

(6) = (1) Assume that M =/, Q, with @, C M an increasing sequence
of unital finite dimensional *-subalgebras. Denote by u, the unique Haar

probability measure on the compact group U(Q,). Choose a free ultrafilter
w on N. For all T € B(L?(M)), put

®(T) = lim uTu* dp, (u).
n—w M(Qn)
Then E : B(L*(M)) — M defined by E(T) = J®(T)J is a conditional
expectation.

Put M = L(I") and denote by us € M the canonical unitaries.

(1) = (7) Let ¢ € B(£*(I'))* be an L(I')-central state such that |L(T) = 7.
Define a state m € £°°(T")* by m = ¢[¢>°(T"). Then m is an invariant mean
and I' is amenable.

(7) = (1) Assume that there exists a sequence of unit vectors ¢, € £2(I)
such that |[A\s¢, — (ul] =0 for all s € I'. Put M = L(I"). Consider the M-
M-bimodule Hy as defined in Lecture 3. Recall that yyHan = a(L3(M) ®
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L2(M))ar. Put & = ¢ ® 1 and regard &, € HS(L?(M)). Observe that
limy, [|[us&, — Enus|| = 0 all s € T and (2,,§,) = 7(z) for all n € N and all
zeM.

Choose a free ultrafilter w on N and put ¢(T) = lim,,(T¢,,&y,) for all T €
B(L*(M)). We have o(usT) = ¢(Tus) for all T € B(L?(M)) and all s € T
and p|M = 7. Let x € M and write x = ) - su; for its Fourier expansion.
Put zr = >  rxsus € C[I'] for F C T finite subset. By Cauchy-Schwarz
Inequality, we have

(@ —2r)T)| < p((z—27)(x—27)) > (T*T)? = |lo — 2|2 o(T*T)"?
and so limr p(zxT) = ¢(zT). Likewise, we have limr o(Tzr) = ¢(Tz).
This implies that ¢(2T) = o(Tx) for all 2 € M and all T € B(L?(M)). O

Exercise 4. Let I' ~ (X, 1) be a pmp action of a countable discrete group
on a standard probability space. Show that L°°(X) x I' is amenable if and
only if I" is amenable.
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